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Organizations as Transcendent Entities

Organizational knowledge management (OKM) involves understanding, and in many cases managing, (1) the collective histories, activities, capabilities and memories of the organization's individual members - both in terms of their association with the organization and outside of it, (2) interactive processes amongst individuals belonging to the organization and with other individuals and organizations outside of it, and (3) many aspects of history, activities and memory of the organization that transcend the individual level.

The evolutionary and adaptive imperatives discussed earlier for individuals and biological species to gain and maintain strategic power apply equally validly to competing organizations (Morgenstern 1951; Nelson & Winter 1982). Organizations in a competitive environment face continuing selective pressures to improve their adaptations by increasing the epistemic quality of the knowledge available and by reducing OODA cycle times to process this knowledge. Gould (2002) makes the case that selective processes working at several levels of biological organization drive organismic evolution. This would also be the case for human organizations.

Initial Definitions of the Organization

The paradigmatic problems relating to organizational knowledge begin with the concept of organization itself - even dictionaries vary significantly in the ways they define the word251
. WordNet 1.7 Vocabulary Helper gives two definitions for "organization" that apply to my usage here: (1) "a group of people who work together", and (3) "the persons (or committees or departments etc.) who make up a body for the purpose of administering something." The Cambridge Dictionaries Online adds the words "... for a shared purpose" to definition (1). These definitions do not go to the core of the issue that concerns me in this work – properties and behaviours (i.e., adaptation) of organizations that extend beyond the sum of their individual members. 

By contrast, the authoritative Oxford English Dictionary252

 emphasises features I will discuss: 

1. a. The action of organizing, or condition of being organized, as a living being; connexion and co-ordination of parts for vital functions or processes; also, the way in which a living being is organized; the structure of an organized body (animal or plant), or of any part of one; bodily (rarely mental) constitution. 

and, 

2. b. The condition of being organized; the mode in which something is organized; co-ordination of parts or elements in an organic whole; systematic arrangement for a definite purpose.

Given that organizations are formed by groups of individuals working together for some common purpose, some aspects of the organization are defined by the sum of properties of the individuals claiming membership in the organization. However, there are also properties of well constituted organizations that transcend the sum of the individual members. These transcendent properties define an entity that has a "life" or existence of its own independently from the membership of any particular individual or individuals in the organization. 

The definition of organization provided by Principia Cybernetica's Web Dictionary of Cybernetics and Systems (Heylighen ????) introduces some of the ideas about organizations I wish to explore in more depth.

(1) The act of arranging components to form a pattern different from what could occur by chance...

(2) A complex complementary conditionality in behavior or in the coexistence of physical or living components (Ashby) as in an ecological system or in such social organizations as a family, a university or a government agency being constituted by its members through conventional rules of conduct, legally recognized and interacted with by observers or by other social organizations; 

(3) The relations, and processes of communication, including coordination and coorientation among the components or variables of a system that (a) determine the dynamics of interaction and transformations it may undergo in a physical space and (b) constitute (see constitution) its unity whether only for an observer (see allopoiesis) or also for itself (see autopoiesis). 

Collective vs Transcendent Properties of the Organization: Self-Regulation and Autopoiesis

Although many systems theorists and even some organization and OKM theorists have adopted a concept of autopoiesis, there is much in the linked definition above of autopoiesis that will be impenetrable to the ordinary reader without further explanation. For example the concepts of "unity" and "autopoiesis", developed originally in the field of biology and neurophysiology by Maturana and Varela (1980, 1987), are central to the concept of organization that will be used in the remainder of the present work.

Whitaker's (1995) hypertext discussion of autopoiesis provides necessary subsidiary definitions and explains autopoiesis in comprehensibly layered detail. The following definition, as derived from Varela (1979: p 13) is the one I will follow in this work:

'An autopoietic system is organized (defined as a unity [i.e., an entity]) as a network of processes of production (transformation and destruction) of components that produces the components that:

(1) through their interactions and transformations continuously regenerate and realize the network of processes (relations) that produced them; and 

(2) constitute it (the machine [i.e., the entity]) as a concrete [i.e., definable] unity in the space in which they [the components] exist by specifying the topological domain of its realization as such a network.'... [Whitaker (1995)]

In other words, 'autopoiesis' is an abstract construct known solely in relation to a machine / system of a particular constitution which maintains its key constitutive character over time. [Whitaker 2001a]

Even more comprehensive definitions of all the necessary terms are to be found on Whitaker's (2001...) web site, including his Encyclopaedia Autopoietica (Whitaker 2001a)autopoiesis253

. Crucial terms in the following discussion will be hot-linked to the appropriate entry in this resource (e.g., ).

In the definition above, the term "unity" (I prefer to use the synonymous "entity"), refers to any simple or compound object that can be distinguished or discriminated from the background by an observer .

Maturana and Varela (1980, 1987) equate autopoiesis with the phenomenon of life as a definition that is both necessary and sufficient. Where biology is concerned, I unreservedly accept that autopoiesis defines the property "life" that differentiates living systems from the non-living. From Whitaker 2001a, "a living system is a '... homeostatic system whose homeostatic organization has its own organization as the variable that it maintains constant through the production and functioning of the components that specify it, and is defined as a unit of interactions by this very organization.' (Maturana & Varela, 1980, p. 48)". 

In teaching introductory biology courses in the late 1960s through the mid 1970s, after explaining the concept of homeostasis, I introduced and elaborated a very similar operational definition for what constituted a living system: "Life is a system (i.e., network) of self-regulating, self-sustaining and self-reproducing dynamic (i.e., metabolic) processes". By this definition viruses would not be considered to be alive, as they have no intrinsic metabolic systems and cannot actively maintain their existence without subverting the systems of the living cells they parasitise. 

Despite the use of reproduction in my definition, Maturana and Varela note that the capacity to reproduce is not a necessary property for a system to be autopoietic or alive, and I accept this. For example individual worker ants or bees do not have the capacity to reproduce, but no one would deny that when they are flying or running around that they are alive. Death occurs when the capacity for dynamic self-regulation disintegrates in the face of external environmental changes.

The cybernetics of self-regulation are discussed at length by Beer (1981).

Concepts or capabilities related to autopoiesis are

· Homeostasis, where a process includes a feedback loop that adjusts input(s) determining a value to maintain that value in the face of perturbations, whether the perturbations are external or within coupled processes;

· Autonomy, where control of the constituent processes resides internally to the system and is not imposed from outside the system in question; and 

· Self-production, where the system includes all the processes necessary to form and maintain its constituent processes in the face of external perturbations. 

None of these capabilities on its own or together with just one of the others suffices to define autopoiesis. Autopoiesis requires all three. In other words, a system having the property of life is a dynamic self-producing, autonomous homeostat able to self-produce (i.e., maintain) these properties against some degree of perturbation. If perturbation exceeds the regulatory capacity the result is disintegration and death.

Again, following Whitaker (1995 - which see for a more detailed discussion), autopoietic or living systems form a subset of autonomous systems that Varela (1979: p 55) later defined by using the concept of 'organizational closure':

[Organizational closure] is characterized by processes such that

(1) the processes [within/forming the entity] are related as a network, so that they recursively depend on each other in the generation and realization of the processes themselves, and 

(2) they constitute the system as a unity [entity] recognizable in the space (domain) in which the processes exist.'

It follows from these definitions that the autopoietic entity has the capacity to adapt and change (or 'evolve' in the simple sense of change through time) in order to maintain its autopoietic capacity in response to stimuli (perturbations) it has the capacity to discriminate. On the other hand, if at any point the internal or external changes exceed the adaptive capacity of the autopoietic system, it loses the capacity to self-regulate and disintegrates or dies.

Cognition

Maturana and Varela (1980) define 'cognition' as that which takes place within the autopoietic unity when the system discriminates or distinguishes among phenomena in its external or internal environment and couples this discrimination structurally to cause behaviour and responses to these stimuli254
. 

Winograd (1980) summarised Maturana's (1977) developing concept of cognition in autopoietic systems as follows:

Maturana proposes an understanding of the nervous system that is not built around the usual notions of input, output, memory, perception, etc. He adopts instead an orientation toward it as a system of components whose activities trigger further activity within the system. The system is "structurally determined" in that its activity at any moment is fully determined by the structure (or state) at that moment. It is "plastic" in that its structure can be changed by the activity, so that its structure at any moment is a product of the entire previous history of activity and changing structure. It is "closed", in the sense that the system can do only that which is determined by its own structure and activity--its action cannot be understood as a reflection of an external world it perceives.

...

[For example,] Instead of looking at vision as a mapping of external reality onto mental structures, we can look at it biologically as a change to the structure of the nervous system, in particular to the chemical and electrical properties of various cells in the retina. The subjective introspection is that we "see something," but from a neurophysiological standpoint, there is a structure-determined causal network in which "perturbations" to the structure of the system lead to patterns of activity that are different from those that would have happened with different perturbations. The focus is shifted away from the structure of the phenomena that led to the perturbations toward the structure of changes in the ongoing activity of the system as it is perturbed. [Winograd 1980:248-249

In other words, "cognition" is the process of the interactions of themselves malleable components of the autopoietic entity that result from distinguishing external or internal changes and where the process has the consequence of some further change to the entity which may or may not have some observable effect on the entity's external environment. In a living organism, in this sense "cognition" encompasses the full range of responses to change - from the production of physiological adaptation to the generation of behavioural responses, as well as "thinking".

When the concept of autopoiesis is applied to organisms and organizations (i.e., with the implication that the organized structure somehow has a 'life' in its own right), it will be seen than many of the aspects of structure conferring autopoiesis to the organization transcend the membership of particular persons in the organization.

Maturana and Varela's uses of the terms "communication", "language" and "languaging" in autopoietic cognition are paradigmatically difficult subjects to discuss, and I believe perhaps not particularly fruitful compared to concepts relating to genetic heredity, knowledge and learning. In these areas, I find their exposition to be quite limiting from the point of view of evolutionary biology, epistemology and the practice of managing knowledge. I believe that it is also significant that Whitaker 2001a has not referenced any of the terms data, gene, genetics, genotype, heredity, inheritance, development, memory, etc. The closest Whitaker comes to identifying such topics comes under the topic "learning". 

Where heredity is concerned, Maturana and Varela (1987) say,

Heredity means the transgenerational conservation of any structural aspect in a lineage of historically connected unities. [Maturana and Varela (1987): p. 68]

Where "genetic information" is concerned,

We have often heard it said that genes contain the "information" that specifies a living being. This is wrong for two basic reasons. First, because it confuses the phenomenon of heredity with the mechanism of replication of certain cell components (DNA), whose structure has great transgenerational stability. And second, because when we say that DNA contains what is necessary to specify a living being, we divest these components (part of the autopoietic network) of their interrelation with the rest of the network. It is the network of interactions in its entirety that constitutes and specifies the characteristics of a particular cell, and not one of its components. That modifications in those components called genes dramatically affect the structure is very certain. The error lies in confusing essential participation with unique responsibility. By the same token one could say that the political constitution of a country determines its history. This is obviously absurd. The political constitution is an essential component in any history but it does not contain the "information" that specifies that history. [Maturana and Varela (1987): p. 69]

Where evolution is concerned, they focus on something they call "Natural Drift":

... It is not necessary to scrutinize the underlying mechanisms [of the historical transformation of living beings].

For instance, we have skimmed over what is known today about how population genetics makes explicit some aspects of what Darwin called "modification through descendency." Likewise, we have not touched upon the contribution made by the study of fossils to a detailed knowledge of the evolutionary transformations of many species.

In fact, we have no unified picture of how the evolution of living beings occurs in all its aspects. There are many schools of thought that seriously question understanding evolution by natural selection; this view has prevailed in biology for more than sixty years. Whatever new ideas have been bruited about in terms of evolutive mechanisms, however, those ideas cannot discount the phenomenon of evolution. But they will [their italics] free us from the popular view of evolution as a process in which there is an environmental world to which living beings adapt progressively, optimizing their use of it. What we propose here is that evolution occurs as a phenomenon of structural drift under ongoing phylogenic selection. In that phenomenon there is no progress or optimization of the use of the environment, but only conservation of adaptation and autopoiesis. It is a process in which organism and environment remain in a continuous structural coupling.  [Maturana and Varela (1987): p. 115]

To sum up: evolution is a natural drift [their italics], a product of the conservation of autopoiesis and adaptation. As in the case of the water drops, there is no need for an outside guiding force to generate diversity and complementarity between organism and environment. Nor is that guiding force needed to explain the directionality of the variations in a lineage, nor is it the case that some specific quality of living beings is being optimized. Evolution is somewhat like a sculptor with wanderlust: he goes through the world collecting a thread here, a hunk of tin there, a piece of wood here, and he combines them in a way that their structure and circumstances allow, with no reason other than what is able [their italics] to combine them. And so, as he wanders about, intricate forms are being produced; they are composed of harmoniously interconnected parts that are a product not of design but of a natural drift. Thus, too, with no law other than the ocnservation of an identity and the capacity to reproduce, we have all emerged. It is what interconnects us to all things in what is fundamental to us: to the five-petal rose, to the shrimp in the bay, or to the executive in New York City. [Maturana and Varela (1987): p. 117].

Where knowledge is concerned, 

Knowing is effective action, that is, operating effectively in the domain of existence of living beings. [Maturana and Varela (1987): p 29]

We admit knowledge whenever we observe an effective (or adequate) behavior in a given context, i.e., in a realm or domain which we define by a question (explicit or implicit). [Maturana and Varela (1987): p 174]

...[T]he evaluation of whether or not there is knowledge is made always in a relational context. In that context, the structural changes which perturbations trigger in an organism appear to the observer as an effect upon the environment. It is in reference to the effect the observer expects that he assesses the structural changes triggered in the organism. From that standpooing, every interaction of an organism, every behavior observed, can be assessed by an observer as a cognitive act. In the same way, the fact of living -- of consrving structural coupling uninterruptedly as a living being -- is to know in the realm of existence. In a nutshell: to live is to know (living is effective action in existence as a living being).

...[I]f we wish to understand the nervous system's participation in all the particular forms of human knowledge, of course we would have to describe all the specific and concrete processes involved in generating each human behavior in its different realms of structural coupling. ...

To sum up: the nervous system participates in cognitive phenomena in two complementary ways. These have to do with its particular mode of operation as a neuronal network with operational closing as part of a metacellular system.

The first, and most obvious, is through expanding the realm of possible states of the organism that arises from the great diversity of sensorimotor patterns which the nervous system allows for anf which is the key to its participatin on the operation of the organism.

The second is through opening new dimensions of structural coupling for the organism, by making possible in the organism the association of many different internal states with the different interactions in which the organism is involved. [Maturana and Varela (1987): p 174-175]

To the extent that I think I understand Maturana and Varela's paradigmatic vocabulary, except for their statement that there are serious questions about the value of the theory of evolution by natural selection (see Gould 2002, who has answered all reasonable objections to the fundamental theory at great length and depth), I do not disagree with anything they have said in these quotes.

However, it is clear from these quotes they have no clear understanding of evolutionary processes and are not particularly concerned with the persistence of knowledge in the senses being discussed in the present work across generations and its transfer between autopoietic individuals. In other words, Maturana and Varela's concept of autopoiesis focuses on the short term "physiological" adaptive responses of the autopoietic entity and fails to understand processes in the development of "hereditary" adaptive responses that are central themes of my present work - that is, how new technologies are changing human and organizational cognition over times longer than a single person's lifetime or his/her participation in an organization.

Following is an evolutionary and population biologist's view of autopoiesis and heredity.

Organismic Biology and Heredity

The self-production of biological organisms is developed and maintained by metabolic cycles of organic synthesis and maintenance driven by fluxes of energy from high potential, low entropy forms (i.e., food, sunlight, chemicals with high oxidation/reduction potentials) to lower potential high entropy forms (i.e., garbage, ashes, heat, etc.). Morowitz (1968) demonstrated that the act of transporting a flux of energy through an open medium from low entropy source to sink at higher entropy reduced the disorder of the medium through the self-organization of a transport system (i.e., the flux forces the medium to become more organised). Even in very simple systems, e.g., water flowing downhill in a channel, there is a pronounced tendency to use the conversion of gravitational potential energy into kinetic energy to self-organise structures of reduced entropy within the stream, e.g., eddies, that are maintained by the flow. Chaisson (2001), taking a much broader sweep across the entire cosmos from the big bang to its eventual entropic 'heat death', argues that tendency for systems to become organised by fluxes of energy passing through them (either spatially or temporally) applies to all scales of time and existence. Note that none of this violates in any way the third law of thermodynamics for physically isolated systems or the universe as a whole, as both Morowitz and Chaisson explain. In fact, it is only the transport system that becomes more organised at the expense of increasing entropy of the universe as a whole. Autopoietic systems are organizationally closed, but they are thermodynamically open systems maintained far from thermodynamic equilibrium by the coupled fluxes of energy they transport. Segre and Lancet (2000) present a model for how such fluxes could account for the origin of biological life. 

The first living organisms would have been entropically only slightly different from the surroundings in which they originated. In other words, abiotic astrochemical, geological and geochemical evolutionary processes formed components already potentially able to serve as components of simple autocatalytic systems. These probably existed in the environmentself-organize255

. Under some circumstances (i.e., dehydration) samples of these could coalesce (or above256

) into combinations where mild energy fluxes would lead to the further aggregation and assimilation from the external environment of more elements of an appropriate kind able to participate in the self-producing autopoietic system. The earliest forms of reproduction and "inheritance" would involve a structural composition that retained its autocatalytic capabilities when fragmented into two or more parts. The composition of the structure itself would encode much of the knowledge required for its perpetuation. Other information would be encoded into the fitness of the increasing number molecular products autocatalytically produced by entities when they existed as discrete autopoietic entities. This is fully in accord with Maturana and Varela's concept of genetic information quoted .

Natural selection would favour those components and structures able to assemble into appropriate building blocks of the self-productive processes over those that did not, such that they would increase in time in the environment, representing an increase in the store of autocatalytic and self-organizing "knowledge". It is easy to imagine that some environmental perturbations would cause disintegration and dissipation of the autopoietic entities, dispersing the macromolecular components. However, as noted above, the dispersed components would retain at least some of the structural knowledge (i.e., in terms of their fitness to work together in similarly organised autopoietic entities) that would make it easier for the next autopoietic entity to form. This early biological autopoiesis is comparable to the level of autopoiesis represented by the kinds of commercial organizations described in Nelson and Winter (1982).

It is possible that self-catalytic RNA molecules were part of the early self-production systems, and that were able to preserve a certain amount of procedural information about how to assemble more complex components of self-productive structural combinations from simpler starting materials. Thus, it is possible that prototypical genetic systems developed very early in the development of organic life.

Although, some of the component ideas about the origin of life have been demonstrated experimentally, it should be noted that the world no longer provides physical and chemical conditions conducive for the formation of complex systems of chemical autopoiesis; and in fact, little information survives even to tell us what the precise conditions were. Certainly, no one has yet been able to demonstrate the self-assembly of an autopoietic system from organic precursors in the limited time and extent of a laboratory experiment. Existing living systems very rapidly mop up and digest complex organic molecules for incorporation into their own structures.

Without extending the discussion of the origins of biological autopoiesis further, it should be noted that, in a reasonable exact analogy to the postulated proto cells discussed above, financial and other activities within organizations are driven and maintained by flows of funds (representing at some remove control over actual energy flows) from receiving credits to paying debts. As Nelson and Winter (1982: p.113) noted, "An organisation is not a perpetual motion machine; it is an open system that survives through some form of exchange with its environment." It can also be argued that organizations are self organizing, self regulating and self producing entities that have an existence transcending the affiliations of individual people within the organization, and posses "knowledge" and cognitive processes required to define the self-regulatory apparatus and the systems that are in turn required to maintain the organization within a range of existence where the autopoietic capacity can be maintained. This transcendent organizational knowledge is closely analogous to the heredity of a biological organism, and as such, would also be susceptible to evolutionary change as directed by natural selection. 

In the lexicon of Maturana and Varela's writing, there is no concept of knowledge, learning or memory as something that can be transferred or expressed independently of the overall properties of the autopoietic entity. Adaptation is probably the closest word they use. Here I diverge from the lexicon Whitaker (2001a) developed for Maturana and Varela established for Maturana and Varela's writings. 

In currently existing biological systems, vast sums of experience have been assimilated and encoded into the DNA molecules through mutation and natural selection (a term not included in Whitaker's (2001a) lexicon or indexed by Maturana and Varela (1987)) operating over billions of generations from life's origin. In familiar organisms, sexual reproduction transmits a species' heredity from one generation to the next. Sexual reproduction involving cellular fusion and assortment into daughter cells apparently evolved primarily as a means for individuals to exchange and mix the tested genetic knowledge carried on their DNA chromosomes. In bacteria there are a variety of mechanisms (e.g., transduction, transformation, conjugation, plasmids), probably more primitive in their origins than sexual reproduction, that transmit pieces of DNA within and between species, such that many "species" of bacteria share in a common pool of selected "knowledge"257
. It is true, that the knowledge encoded in DNA requires the apparatus of an autopoietic cell before it can be decoded, but it is now simple engineering experience that DNA molecules from almost any species can be decoded to produce the same product by almost any other species. Whether the decoded products work well in the entity that decodes them is another issue. In some cases the products will be poison, in some they will simply not participate in cellular processes, and in a few cases they may actually enhance autopoiesis by adding new functions (i.e., resistance to a new antibiotic).

Without turning this work into an essay in molecular genetics, from my experience working with large organizations, it seems that the storage and use of knowledge by autopoietic organisations is closely similar to the involvement of heredity in very early biological organisms, in that a lot of the personnel, apparatus and knowledge required to form an autopoietic organization already exists ready-made in the environment. Assimilated knowledge based on experience can also easily be transferred between organizations - in the form of personnel with particular experience and skills, documents, machines or software applications. 

The remaining discussion will focus on organizational heredity, and the exposition should be clear in its own right, but it should be understood that the path I follow is informed by a deep knowledge of how organismic heredity works.

Autopoiesis and Membranes

Ramellini, P. (). Some Remarks on Maturana and Varela's 'Autopoiesis and Cognition' http://www.geocities.com/RainForest/Andes/3095/autopoiesis.html
McMullin, Barry (1999) Some Remarks on Autocatalysis and Autopoiesis. Presented at the workshop Closure: Emergent Organizations and their Dynamics May 3-5, 1999, University of Ghent, Belgium. - http://www.eeng.dcu.ie/~alife/bmcm9901/html-single/ 

Maturana and Varela themselves have been clear from their earliest descriptions of autopoiesis that this spatial or topological separation is a critical distinction between their concept and autocatalysis per se: 

Autocatalytic processes do not constitute autopoietic systems because among other things, they do not determine their topology. Their topology is determined by a container that is part of the specification of the system, but which is independent of the operation of the autocatalysis. Processes of this or similar kind are abundant in the physical space. 

Maturana & Varela (1973, p. 94, emphasis added) 

Relativistic Ontologies, Self-Organization, Autopoiesis, and Artifcial Life: A Progression in the Science of the Autonomous Part I |The Philosophical Foundations. Part II|A Scientific Development David Vernon & Dermot Furlong

Organizational Self-Production and Heredity

The concept that organizations (especially commercial "firms") exist as evolving (i.e., adaptive) economic entities defined by knowledge transcending their individual members was established by Nelson and Winter (1982). James Martin (1996) very effectively uses organismic and evolutionary ecology metaphores in his Cybercorp book258

.

Questions about what factors bring organizations into existence in the first place and form the framework in which organizations compete help to define paradigmatic concepts of the organization. Nelson and Winter did not focus on these. However, based on a cursory review of what is available on the Web and drilling down into the older literature relating to "theories of the firm"1999259

, there seem to be two main paradigms, one based on transactional costs and the other based on shared knowledge (Williamson ). The ideas and their sources in the literature are succinctly summarised by Osterloh & Frost (2000), which I paraphrase here. 

· Economics of transaction costs

Organizations form because they can perform the information collection, thinking, planning and contracting activities relating to transactions more efficiently and for less total cost than can groups of individual entrepreneurs trying to do the same thing. Establishing formal organization structures also mitigate the risks from opportunistic individuals in groups "cheating" in transactions to benefit themselves at the expense of other individuals in the group.

· Knowledge or "resource" based 

In this view, those firms or organizations that own or control resources (e.g., knowledge) that are hard to imitate or purchase on the open market will earn rents and gain competitive advantages that cannot be readily or inexpensively replicated by other firms. "Distinctive skills, routines, and knowledge are treated as the most important resources that establish a dynamic capability or competence" (Osterloh & Frost 2000). The knowledge based view emphasises the organization's internal processes and means of production as defining characteristics that allow it to persist in a competitive environment. Osterloh & Frost conclude that "Firms exist because they profit from common pool resources which are not provided by the market. Today, common knowledge [i.e., knowledge shared within the organization], routines and rules are the most important common pool resources."

Each is a partial view of the whole. Economics describes the entropic flux from source to sink that drives self-organisation against the tendency towards decay, disorder and thermodynamic equilibrium (Morowitz 1968; Chaisson 2001). The knowledge/resource based view focuses on the cyclical processes coupled to the entropic flux that are represented and assimilated into the heredity of the organisation. Both are required for a full understanding of the growth of organizational knowledge. These viewpoints should become clearer in the following discussion based on Nelson and Winter's (1982) concepts of organizational knowledge. Together, they account for and provide the organization's cognitive capabilities, as Nelson and Winter showed.

An early treatment of the organization as an adaptable entity consisting of cybernetic processes was provided by Morgenstern (1951), who pointed out the importance for organizations to be able to learn in order to successfully adapt to their environments, and stressed the importance of feedback loops and regulatory processes in this learning. He also distinguished between processes in terms of inner and outer activities, the delegation and arrangement of competences (a neutral word introduced to avoid such terms as \organs"), and the systems of signaling involved in the feedback loops. 
Nelson and Winter (1982) aimed to develop computer models for organizational competition and resulting economic changes. However, they found to be unrealistic the then traditional or "orthodox" economic theories that treated firms as static black-boxes with fixed response patterns. Consequently, a third of their book is devoted to developing a knowledge based theory of firms that had the capacity to evolve in their own rights. Nelson and Winter were apparently unaware of Maturana and Varela's work, but the concepts they present mesh well with the ideas of Autopoiesis and Cognition.

Nelson and Winter assume that the firm has a persistent existence beyond the membership of individual people associated with it, and include the idea of mutable corporate memories that transcend the memories of the firms' individual members. Their model development focussed on corporate "decision rules" and "production techniques" that they believed to be quite similar by comparison to the different ways orthodox theory treated these concepts. Their ideas were explicitly informed by Polanyi's (1958, 1967) concept of tacit knowledge - in a way that is profoundly different from the way Sveiby (1997, 2001) and most other members of the OKM discipline use it, as will be reviewed below. 

Nelson and Winter propose that processes and procedures develop within an organisation in response to changing internal and external circumstances and are "routinized" over time as the normal way of doing business. To Nelson and Winter (1982), "routines" refer to "all regular and predictable behavioral patterns of firms".

We use this term to include characteristics of firms that range from well-specified technical routines for producing things, through procedures for hiring and firing, ordering new inventory, or stepping up production of items in high demand, to policies regarding investment, research and development (R&D) or advertising, and business strategies about product diversification and overseas investment. In our evolutionary theory, these routines play the role that genes play in biological evolutionary theory. [my italics] They are a persistent feature of the organism and determine its possible behavior (although actual behavior is determined also by the environment); they are heritable in the sense that tomorrow's organisms generated from today's (for example, by building a new plant) have many of the same characteristics, and they are selectable in the sense that organisms with certain routines may do better than others, and, if so, their relative importance in the population (industry) is augmented over time. [Nelson and Winter 1982:14]

Although based initially on memories and actions of individuals belonging to the organization, routines are the assimilated consequences from the individual activities that form a persistent, mutable and transcendent self-regulatory framework for the organization that survives independently of its individual members.

Given this picture, it is easy to see the relationship between routine operation and organizational memory--or, alternatively, to identify the routinization of activity as the "locus" of operational knowledge in an organization. Information is actually stored primarily in the memories of the members of the organization, in which reside all the knowledge, articulable and tacit, that constitutes their individual skills and routines, the generalized language competence and the specific command of the organizational dialect, and, above all, the associations that link the incoming messages to the specific performances they call for. In the sense that the memories of individual members do store so much of the information required for the performance of organizational routines, there is substantial truth in the proposition that the knowledge an organization possesses is reducible to the knowledge of its individual members. This is the perspective that one is led to emphasize if one is committed to the view that "knowing" is something that only humans can do.

[my italics] But the knowledge stored in human memories is meaningful and effective only in some context, and for that knowledge exercised in an organizational role that context is an organizational context. It typically includes, first, a variety of forms of external memory--files, message boards, manuals, computer memories, magnetic tapes--that complement and support individual memories but that are maintained in large part as a routine organizational function. Second, the context includes the physical state of equipment and of the work environment generally. Performance of an organizational memory function is in part implicit in the simple fact that equipment and structures: they and the general state of the work environment do not undergo radical and discontinuous change.... One might therefore be tempted to say that an organization "remembers" in part by keeping--and to the extent that it succeeds in keeping--its equipment, structures and work environment in some degree of order and repair. Finally, and most important, the context of the information possessed by an individual member is established by the information possessed by all other members.... To view organizational memory as reducible to individual member memories is to overlook, or undervalue, the linking of those individual memories by shared experiences in the past, experiences that have established the extremely detailed and specific communication system that underlies routine performance. [Nelson & Winter 1982:104-105]

Routinization takes place in a way that is not apparent to individuals in the organization, in that the developed routines form a kind of organizational tacit knowledge that transcends the collective knowledge of individual members of the organization. It is this core of tacit knowledge that represents the persistent but malleable "genome" of the organization that persists independently of the specific individuals belonging to the organization at any one time. It is the interconnectedness of the tacit and explicit routines and processes within the organizational context that provides the cyclic closure of the organization that enables its autopoiesis. It is the various forms of external memory as listed by Nelson and Winter, plus others, that help to maintain this interconnectedness in the face of staff movements and other perturbations to the organizational structure.

It should be emphasised that Nelson and Winter developed their evolutionary theory of the organization in the 1970s and very early '80s, before the invention of cognitive aids such as workflow enactment systems and knowledge management technologies. Then, computers were primarily used for data processing, and much of the transcendent organizational knowledge truly was tacit or implicit. 

As we will see below, the revolutionary evolution of cognitive technologies is radically changing the nature of organizations as these technologies provide the organizations with profoundly more powerful cognitive capabilities than were possible 30, or even 20 years ago, and with the capacity to move ever more organisational knowledge from the tacit/implicit domains into various explicit forms that are less and less dependent on specific human memories to give the knowledge meaning. On one hand, this may reduce the possibilities for "mutation" that enable organisational evolution; but on the other hand, technological revolutions will bring more of what the organization does as an autopoietic adaptive entity under its management's conscious control. James Martin (1996) made this point very strongly in his book defining his strongly biological concept of a cybercorp: 

A corporation designed using the principles of cybernetics. A corporation optimized for the age of cyberspace. A cybernetic corporation with senses constantly alert, capable of reacting in real time to changes in its environment, competition, and customer needs, with virtual operations or agile linkages of competencies in different organizations when necessary. A corporation designed for fast change, which can learn, evolve, and transform itself rapidly. [Martin 1996:5]

Given its emphasis on tacit knowledge, many in the KM discipline have tended to focus their attention on personal knowledge in the organization and how this personal knowledge should be managed, to largely ignore or denigrate explicit forms of knowledge that exist and persist independently of the people in the organization. This tendency is furthered by the semantic confusion over the terms data, information and knowledge as discussed previously. In this work I will emphasise the persistent and transcendent forms of knowledge based on the assimilation of experience, whether this individual experience or based on corporate activities. However, several potential paradigmatic confusions surrounding OKM remain and need to be contrasted to the autopoietic organizational biology paradigm presented here.

Other Organizational Paradigms

Schultze (1998) discusses the contradictions generated by different sociological paradigms of analysis in knowledge management that are constructed along two axes identified by Burrel and Morgan (1979). On the first axis, knowledge is assumed to be subjective or objective, with the extreme views being represented as: 

(1) knowledge exists as an object, is representative of the world, and is waiting to be discovered by the human agent, [or] (2) knowledge cannot be located in any one place because it has no existence independent of human experience and social practices of knowing. [Schultze 1998: p. 158]

On the second axis, stances for studying social organisation (i.e., social organisation within the organization) range from "sociology of regulation" to the "sociology of radical change". The former stance sees societies tending towards integration, equilibrium and order, the latter stance sees forces of coercion, conflict, and change continually challenging existing social structures and equilibria.

Schultze constructs the following matrix to identify four major paradigms for studying organizational knowledge management, and points to a number of papers representing each of the four corners of the matrix.

	Radical humanism

· knowledge as the social practice of knowing

· value of knowledge and work is  contested and serves as a source of conflict
	Radical structuralism

· knowledge as an object that can exist independently of human action and perception

· value of knowledge and work is contested and serves as a source of conflict

	Interpretivism

· knowledge as the social practice of knowing

· consensus about the value of knowledge and work
	Functionalism

· knowledge as an object that can exist independently of human action and perception

· consensus about the value of knowledge and work


In the present work, I treat "knowledge" objects as distillations of experience and understanding that have objective existences and can be transferred as artefacts between people and between organizations. On the second axis I am more concerned with transcendent cognitive processes at the organizational level rather than sociological ones between people within the organizations (although sociological relations amongst people may certainly contribute to regulatory processes involved in organizational cognition).

Choo (1999) recognizes tacit and explicit (the latter subdivided into "object-based" and "rule-based") forms of knowledge in the organizational context, but adds a third term, "cultural", that includes: 

The cognitive and affective structures that are habitually used to receive, explain, evaluate and construct reality. The assumptions and beliefs that are used to describe and explain reality, as well as the conventions and expectations that are used to assign values and significance to new information.  [Choo 1999: p. 5]

An organization's cultural knowledge ... consists of the beliefs it holds to be true and justifiably so (based on experience, observation, reflection) about itself and its environment. Importantly an organization's cultural knowledge is used to answer such questions as "What kind of organization are we?" "What knowledge would be valuable to the organization?" and "What knowledge would be worth pursuing?" [Choo 1999: p. 13]

Choo relates (equates?) cultural knowledge to Kuhn's (1970) paradigm concept, and accepts Sackmann's breakdown of dictionary knowledge, recipe knowledge, directory knowledge, and axiomatic knowledge; and that these are closely related to schemas, scripts, cause maps and basic assumptions that are often associated with the analysis of organizational cultures.

Choo says,

Knowledge is object-based when it is represented using strings of symbols (words, numbers, formulas), or is embodied in physical entities (equipment, models, substances). [Choo 1999: p.9]

... 

Explicit knowledge is rule based when the knowledge is codified into rules, routines or standard operating procedures. [Choo 1999: p. 10]

I do not see Choo's object vs rule based distinctions as useful, given that rules, routines and procedures can be and are often embodied or expressed in the physical artefacts of knowledge such as equipment, software and corporate manuals.

von Krogh and Roos (1995) also struggle with the concept of knowledge in the organization: 

Berger and Luckman's [1967] constructivist theories of knowledge development are in sharp contrast to the more objectivist perspective. The point of disagreement is whether knowledge is dependent on the knowing subject, a person, a group or a firm, or independent of it. The theory of constructed knowledge assumes that knowledge within a group, a firm or an individual is dependent on the knowing subject transmitting knowledge through social or cognitive processes. Knowledge about "true reality" is always questionable across different firms and groups. According to Berger and Luckman it is not meaningful to distinguish between a constructed reality and constructed knowledge. The two are intertwined and difficult to distinguish in empirical analysis. Therefore, to apply a theory of constructed knowledge in a formal analysis of firms one must address the question of subjects and levels of analysis, in short "who knows what". The objectivist direction describes the case of a subject (person or group) whose knowledge about a "true reality", unbiased by personal interpretations, can be transferred to others through, for instance, written texts or speech.

Von Krogh and Roos appear to use the term cognition only in reference to activities of individual humans and not in relation to any transcendent corporate cognitive processes. I also disagree that that knowledge about a "true reality" is unbiased by cognitive processes. In the present work, knowledge is assumed to be the cognitive result of experience with reality, whether this has taken place within the memories of individual brains, the genomes of species, or transcendent properties of organizations.

Snowden (2002) says that tacit and explicit components of knowledge cannot be separated, 

Knowledge is not a "thing", or a system, but an ephemeral, active process of relating. If one takes this view, then no one, let alone a corporation, can own knowledge. Knowledge itself cannot be stored, nor can intellectual capital be measured, and certainly neither of them can be managed." 

Here, Snowden focuses on cognition and memory of individuals belonging to the organization and not on transcendent properties of the organization itself..

Venzin et al. (1998) identified and reviewed the origins of three different paradigms within which a knowledge-based company may be described: cognitivist, connectionist and autopoietic. As noted above Venzin et al. use the term "epistemology" in the sense of a Kuhnian paradigm.

According to Venzin et al. (1998), in the cognitivist paradigm

Organizations are considered to be open systems which develop knowledge by formulating increasingly accurate 'representations' of their pre-defined world. Because knowledge is seen as a representation of these worlds, data accumulation and dissemination are the major knowledge development activities in organizations: the more data organizations can gather the closer the representation will be to reality. Hence, most cognitivist approaches equate knowledge with information and data. [italics in original - Venzin et al. 1998: p 38).

In the cognitivist view, organizations are open systems that develop knowledge by formulating increasingly accurate representations of the world (which is more-or-less a Popperian view of knowledge). 

In the connectionist paradigm, 

...the rules on how to process information are not universal, they vary locally. Organizations are seen as self-organized networks composed of relationships, and driven by communication. The main method in the connectionistic epistemology [sic] is to look at relationships and not to focus on the individual or the entire system. Thus, the connectionist's models are built up on a large number of interacting units that are able to influence one another by sending activation signals down inteconnecting pathways. Organizations are seen as networks.

Like the cognitivists, the connectionists consider information processing the basic activity of the system. The connectionists see the process of shaping an organization as dependent not only on the stimuli entering the system but also on the system itself. Relationships and communication are the most important issues of cognition. Another essential difference between these two cognitive models is that the connectionists make no distinction between structures that store information and others that process information. Organizational knowledge is a state in a system of interconnected individuals [i.e., people]. Thus, the number of connections, the dynamics of the information flow, and the capacity to store this information characterize the network (which is similar to a computer network). The rules of these connections therefore form an essential part of knowledge. [Venzin et al. 1998: p. 40.]

According to Mouck (2000), in the connectionist paradigm, cognition consists of a large number of very simple but interconnected individual processing units able to process, recognise and complete patterns. Feedback from the environment leads to learning and memory via modifications to strengths of various connections between many processing units.

Venzin et al's (1998) third paradigm is autopoietic:

Autopoietic epistemology [sic] provides a fundamentally different understanding of the input coming from outside a system. Input is regarded not as information, but as data, the smallest units of potential information. Information itself is data put into a certain context. it is the first process step by which knowledge is acquired. Thus, autopoietic systems are simultaneously open and closed: open with regard to data and closed to information and knowledge. Knowledge cannot be directly conveyed from one individual to another, because data have to be interpreted. Signals from outside can stimulate processes within the system, but they always follow the self-defined rules of the system. To be operationally closed regarding information is the central aspect of an autopoietic system that organizes itself. The boundaries of the system are defined by these rules. thus, only data can pass these frontiers. [Venzin et al. 1998: p. 41-42]

Sveiby (2001) claims to embrace the autopoetic framework, which he bases on Polanyi (1958) and Venzin et al (1998):

Autopoietic epistemology provides a fundamentally different understanding of the input to a system. Input is regarded as data only. Knowledge is private, a notion which comes close to (Polanyi’s, 1958) concept of “personal” knowledge. Autopoietic systems are both closed and open. Open to data, but closed to information and knowledge, both of which have to be interpreted inside the system. Autopoietic systems are self-referring; the world is not seen as fixed and objective. It is constructed within the system and it is therefore not possible to “represent” reality. An organisation can be seen as a group of individuals who have created an emergent common frame of reference. 

Both (Nonaka & Takeuchi,1995) and (Sveiby,1997) come close to an autopoietic epistemology even if neither authors build their foundations on autopoeisis. Building on Plato and arguing against the Descartian body/mind spit, (Nonaka & Takeuchi, 1995) and (Krogh, Ichijo and Nonaka, 2000) define knowledge as a justified true belief: When somebody creates knowledge, he or she makes sense out of a new situation by holding justified beliefs and committing to them. (Krogh &al.,2000[260
]). The emphasis in this definition is on the conscious act of creating meaning.

Building on (Polanyi, 1958) and Wittgenstein, (1995), (Sveiby, 1994, 1997) defines knowledge as a capacity-to act, (which may or may not be conscious). The emphasis of the definition is on the action element: A capacity-to-act can only be shown in action.  Each individual has to re-create his or her own capacity to act and reality through experience – a view which is akin to constructivism (von Glaserfelt [sic], 1988).

Knowledge defined as a “capacity-to act” is dynamic, personal and distinctly different from data (discrete, unstructured symbols) and information (a medium for explicit communication). Since the dynamic properties of knowledge are in focus, the notion Individual Competence can be used as a fair synonym. 

Aside from Venzin et al's confusing use of the term epistemology, most of the workers describing an autopoietic paradigm have not fully understood the biological basis for autopoiesis. Some, especially Sveiby, seem to be deeply immersed in Polanyi's epistemology of personal knowledge - where anything made explicit becomes [merely] "information" or data. With this worldview, the only true organizational knowledge is the summation of the knowledge held by individuals in the organization, and organizations are defined by the relationships of its individual members rather than by any transcendent organizational memory. 

I believe that all of the views quoted above contribute to our understanding of organisations, but all (especially including Sveiby's rendition of autopoiesis) are limited because they focus on people as the primary locus of analysis and have not given due weight to the consideration that organisations are complex evolving entities with transcendent heredity and cognitive capabilities in their own rights. 

This is only a sample of the paradigmatic difficulties relating to organizational knowledge.

Of the writers reviewed here, Nelson and Winter (1982) appear to be the only ones who clearly recognized that organizations existed as individuals and had properties of memory and knowledge (i.e., organizational heredity) transcending those of its human parts261
. Based on the extract of his book available on the Web, Tuomi (1999) may have also reached similar conclusions to mine.

Organizational Knowledge, Learning, Adaptation and Evolution in a Competitive Environment

To begin with some paradigmatic terminology, in the following discussion I treat organizational knowledge as the persistent (hereditary) but malleable information the organization draws upon and uses to maintain its self-productive capability and adapt to changes. I regard organizational knowledge and organizational memory as direct synonyms. In other words, organizational knowledge is based on the organization's assimilated experience that is available for use in cognitive processes to guide and direct all of the internal regulatory cycles and information processes necessary for the organization to survive and maintain its self-productive existence in a competitive environment. 

Organizational adaptation refers to changes the organization makes to its self-productive cognitive processes in order to maintain autopoiesis in the face of environmental change. Organizational learning refers to the cognitive processes for changing and adding to organizational knowledge in order to adapt. 

Taking the organization from an organizational biology point of view as the "individual" level of analysis, and extending Nelson and Winter's (1982) ideas, a preliminary listing of the components of organizational knowledge would include: 

· the personal knowledge held by its members at any point in time, plus

· consultant knowledge hired from time to time,

· internal connections and contexts created by the physical and social network structure of the organisation,

· external connections and contexts provided by trade organizations, networks and governmental regulations and policy settings,

· tacit or implicit knowledge artefacts intrinsic to the organization (e.g., unwritten processes, procedures, and routines) as defined by organizational contexts,

· explicit knowledge artefacts intrinsic to the organization (e.g., corporate procedures, precedents, databases, transaction records, internal libraries, enacted workflow processes, blueprints, formulas, machine capabilities and functions, etc.), 

· explicit knowledge artefacts extracted from the world in general (e.g., statements of government laws and regulations, publications of all kinds, World Wide Web), and undoubtedly other categories depending on how the concept is sliced and diced.

How well and how fast organizations can adapt to the changing demands of its environment262
 will depend on the speed, plasticity and self-regulatory capacity of their internal processes. Primary factors in organizational success will be how fast the knowledge required for self-regulatory responses can be mobilized and how fast it can be extended and changed as changes are observed or distinguished in the external environment. Although in autopoietic terms individual organisms and organizations can both said to be living, the nature of their respective heredities controlling their self production is quite different, and hence the way in which they evolve in response to changing environmental pressures will also be quite different. 

Excepting the evolutionary roles of humanity's cultural heredity available to individuals through libraries and the Web, as discussed earlier in this work, at the organismic level in a biological species, genes play a static role in developing phenotypes and regulating metabolism. Except for somatic mutation - which does not concern us here - an individual's genetic knowledge as expressed in chromosomal and cytoplasmic DNA is fixed at its conception, and the individual's range physiological adaptability is completely determined by this fixed inheritance. Evolution in the genetic knowledge encoded by DNA occurs only at the population and higher levels of organization, over many generations of reproduction, as natural selection leads to differential survival and differential reproduction of genotypes competing within the higher levels of organization at a given time (Gould 2002). The processes of random mutation, genetically controlled regulation and development and natural selection working on the resulting phenotypes within individuals and populations represents a completely unconscious form of cognition, in that organisms and populations of organisms are never consciously aware of the genes they carry and can do nothing directly to control the mutation or assortment of genes in forming the genotypes and gene frequencies of subsequent generations.263

By contrast, given that managers are conscious of significant fractions of an organization's corporate knowledge, organizations can be and have always been to some degree aware of their heredity (i.e., corporate knowledge). The degree to which this awareness is developed and used to cover and manage transcendent forms of knowledge in the organization's cognitive processes can powerfully influence the organization's growth and success (i.e., adaptation and evolution) in a competitive environment. In Nelson and Winter's (1982) worldview, where most organizational knowledge was deemed to be tacit, much of the evolutionary process was believed to be unconsciously driven by the relative successes of competing organizations and competing processes within organizations.

However, as Stafford Beer (1981) and James Martin (1996) observed, computer systems can be powerful cognitive aids to the organization as well as the individual. As organizations learn how to use technology more effectively, an increasing percentage of their autopoietic knowledge can be brought into the domain of conscious management, where adaptation (and thus organizational evolution) can become a consciously planned process.

Although often denigrated as "data" or "information" by some practitioners in the OKM discipline, explicit forms of organizational knowledge are already available for conscious management by the organization. Major themes in the OKM discipline are to provide ready means to identify implicit and tacit knowledge held in individual brains and to preserve, discover and access this human memory as an organizational memory. To do this effectively, strategies and processes are needed to transform personal knowledge into explicit organizational knowledge264
. This is the domain I have most recently come from, that of technical writing for large organizations. Technical writers (if they are skilled) are specialised in identifying knowledge held by "subject matter experts" or in routines, assimilating and distilling the knowledge, and recording it in forms that are readily perceptible to those who need to know. Analysts serve a similar function for business processes, procedures and application development. The OKM discipline needs to encompass these activities.

The concept of an organizational memory and learning independent from the collective memories and learning activities of the individuals comprising the organization is comparatively recent, and like other aspects of organizational theory, the papers I have read suffer from paradigmatic confusion. The best guide I have found to the literature to date is Magalhães (1996, 1998). He sees three main strands of influence on the literature of oraganizational knowledge and learning: 

· an individual view that

has an emphasis on [individual] learning and a bias towards psychology and the traditional cognitive sciences, such as mainstream artifical intelligence;

· a social view that

emphasises knowledge and memory,instead of learning, and shows a strong influence from sociology and systems theory

· a diversity of critical ["postmodern"]  and alternative views that

highlight both knowledge and learning, has a mixture of intellecutal influences, with management and theorganization sciences as prevailing ones.

Magalhães (1998) finishes his general review with a discussion of the resource-based thread from the strategic management discipline and especially from Nelson and Winter (1982), and concludes that there is a "reigning confusion in the discussions around the theme of organizational learning and knowledge", and that there is a "need for an integrative framework". He believes that this can be provided in the resource-based approach to strategy "starting from the premise that business advantage will come from the internal capacity of organizations to create new knowledge ... [to] set them apart from the competition."

Magalhães follows Nonaka and Takeuchi (1995) in adopting a model of knowledge creation incorporating three basic dimensions: epistemology, ontology and time. He believes that the major breakthrough offered by Nonaka and Takeuchi is in the area of epistemology drawing on the dichotomy of tacit vs explicit knowledge and the development of the SECI cycle model for knowledge growth (Socialization ( tacit : tacit; Externalization - tacit ( explicit; Combination - explicit ( explicit; Internalization ( explicit : tacit).265
 The ontological dimension considers the organizational level where knowledge is created/amplified: individual, [work] group, organization, inter-organization. It is assumed that knowledge growth follows a spiral path from the individuals who develop it through a SECI loop in each level of the organization until it crystallizes at the organizational or inter-organizational level (Garcia Muina et al. 2002).

[START]

In most usages, organizational memory is assumed to incorporate electronic storage, but there are many shades of meaning based on how the balance between applications and processes used to manage human memories and tacit knowledge versus electronic memories is set. Following is a small sample of definitions selected from Google:266


· Lehner et al. (1998): 

In general the term “memory” describes a system of abilities which makes it possible to store what was perceived or experienced for longer than the actual period of time of the perception or experience and which allows to retrieve these perceptions and experiences at a later time. Learning is not possible without memory. Accordingly, the O[rganizational]M[emory] is always mentioned as the most important prerequisite for organisational learning. However, the use of the term “Organisational Memory” should certainly not imply an analogy according to which organisations have a “brain” [but see Maturana & Varela 1980, 1987]. The term should only convey the fact, that members of the organisation as well as for example documents or files contain knowledge, which can be kept ready for recall (cf. [Ober1996], 53). [This neglects the knowledge represented in the organizational contexts.]

An Organisational Memory System (OMS) is a system, (a) which realises parts of the organisational knowledge base with the help of information and communications technologies and/or (b) realises and supports tasks, functions and procedures that are connected to the use of the organisational knowledge base.  [Lehner et al. (1998): p. 5]

· Walsh & Ungson (1991):

"[O]rganization may exist independent of particular individuals, but ... individuals acquire information in a problem-solving and decsion making activities. This focus on individual cognitive activities as the central element in the organization's acquisition of information reflects an active construction of memory ... [T]hrough [a] process of sharing, the organizational interpretation system in part transcends the individual. ... [A]n organization may preserve knowledge of the past even when key organizational members leave. ... [I]nterpretations of the past can be embedded in systems and artifacts (e.g., structures, transformations, ecology), as well as within individuals. In this way organizational memory is both an individual- and organizational-level construct.

The [organizational memory] construct is composed of the structure of its retention facility, the information contained in it, the processes of information acquisition and retrieval, and its consequent effects. In its most basic sense, organizational memory refers to stored information from an organization's history that can be brought to bear on presen decisions. This information is stored as a consequence of implementing decisioins to which they refer, by individual recollections, and through shared interpretations.. ... [I]nformation can be considered as decisional stimuli and responses that are preserved in particular storage bins and that have behavioral consequences when retrieved.

It is important to distinguish between decision information, which refers to cues perceived by individuals as reducing equivocality..., and memory, which refers to stored information about a decision stimulus and response that, when retrieved, comes to bear on present decisions. This distinction is important because both information and memory can be mistakenly interchanged in the context of acquisition and retrieval. [Walsh & Ungson (1991): p. 61]

I would use knowledge in place of memory in the last paragraph of the quote. Although Nelson and Winter (1982) is not cited, Walsh & Ungson's concept of organizational memory has many similarities to Nelson & Winter's concept of organizational heredity. Walsh and Ungson further propose that organisational memories are stored in five "bins": individuals, culture, transformations, structures and ecology, plus external archives. 

· "Individuals" refers to individual memories, which may be kept by individuals and the organization as records and files to aid memory; 

· Culture is defined as learned ways of perceiving, thinking and feeling about problems that is transmitted to organization members that embodies past experience (i.e., learning) and may be stored in language, shared frameworks, symbols, stories and the grapevine. 

· Transformations (i.e., processes) contain an underlying logic based on retrieval of "information" from past transformations guides current transformation processes.

· Structures - where organizational structures and roles "representing formal and informal codifications of 'correct' behaviour that is conditioned by consensual agreement among the participants... that reflects the coding and channelling functions of an organization's rules.

· Ecology - where the actual physical space and location of members retains and reflects information about social networks and the interactivity of individuals.

· External archives - information in the form of documents or held by past members that can be recalled from outside the confines of the present organization.

The ability to retrieve knowledge from the organizational memory is crucial to the success of the organization, and retrieval capabilities vary from that which is "automatic" to "controlled". Automatic retrieval takes place intuitively and effortlessly as a function of well established and habitual processes encoded in organizational tacit knowledge [as defined here and by Nelson & Winter]). Controlled retrieval by individuals is done consciously and with some effort. Group efforts in a "thought collective" provide a greater coverage of past experience, and individuals can prompt each other to help remember the past.

· Karreman, D. (2002). 

Karreman takes a view contrary to the model of organizational memory developed here. He is clearly working in an organizational paradigm of that is very different from an autopoietic theory of the organization, but nevertheless it makes points that need to be considered. According to Karreman, the concept of organizational memory "mystifies" organisational processes, overemphasises the belief that integration exists and suppresses expectation of conflict. He also believes that it "runs counter to dominant managerial practices". Notes that managers in large bureaucracies may have strong incentives not to keep records of their activities.

... The concept of organizational memory has three fundamental problems: it anthropomorphizes the organization, it mystifies organizational processes, and it overemphasizes integration thus suppressing the fluid and political character of organzational action.

[Anthropomorphism] ... It is clear that the idea of organizational memory demand[s] us to understand organizations as person-like entities. [T]o view organizations as persons may cause conceptual problems, in particular the problem of anthropomorphism and thus either imposing irrelevant (person-like) qualities or omitting central (organizational) features. ... [O]rganizations are not persons, they do not have anything that resembles cognitive capabilities, in the way persons have, and they are highly unlikely to ever develop such capabilities...

[Mystification] ... The idea of organizational memory suggest[s] that organizational storage, recollection and retrieval of knowledge can be understood in cognitivist terms, that is, function more or less through the same processes and mechanisms as the human brain... However, there [is] ample evidence that perception, memory and knowledge are shaped in social processes, as social psychologists...,  sociologists of knowledge..., and, indeed, organization theorists... [have] pointed out. The disregard for the social processes that affect memory and rememberance in organizations disqualifies the concept of organizational memory from being able to provide insights on how memories are socially constructed, maintained, used and resisted.

[Overemphasis integration and suppresses conflict] ... First, it fails to acknowledge the emergence of new organizational forms, such as the network form and temporary organizations, with weaker ties and more fluid relations between organizational elements. ...[T]he process for sharing and distributing knowledge are different and vary, depending on organzational form. Thus, it is unlikely that processes for storing, retrieving and recollecting knowledge would stay the same, independent of organizational structure. Second, it disregards the potential plurality within organizations. In this sense, the concept is essentially managerialist and elitist, since it cannot account for the exercise of power in organizations. As a consequence, it a priori assumes that power is riteous: that the memories sanctioned by powerful groups are the only valid memories. [Karreman, D. (2002): p 4-6]

· Croasdell (1998)

Organizational memory is a generic concept to used to describe saving, representing, and sharing corporate knowledge (Durstewitz, 1994). Organizational memory includes that which can be conveyed by the written record, such as corporate manuals, databases, and filing systems (Ackerman, 1996) and by informal knowledge created and used in the process of creating formal results (Conklin, 1996). Walsh and Ungson (1991) refer to organizational memory as information from an organization's history that can be brought to bear on present decisions. Researchers and practitioners recognize organizational memory as an important factor in the success of an organization's operations and its responsiveness to the changes and challenges of its environment (e.g., Stein, 1995; Huber, 1991).

Growing information requirements magnify the need for sharing and disseminating information (Huynh et al., 1995). Information technologies contribute to the possibility of automated organizational memory systems in two ways, either by making recorded knowledge retrievable or by making individuals with knowledge accessible (Ackerman, 1996). An organization's past knowledge, explicitly dispersed through a variety of retention facilities (e.g., network servers, distributed databases, Intranets, etc.) can make an organization more accessible to its members. An organizational memory supported by information technology provides contents that are explicitly stored in information systems, can be modified promptly, and shared as necessary. Information systems designed to augment the interaction between a knowledge seeker and information providercould lead to higher levels of organizational effectiveness and learning. [Croasdell (1998): p. 1150]

· Maier & Klosa (1999): 

Several approaches to categorize OMS can be found in the literature (see e.g. [l], 4ff, [4], [12], 2, [17]). Based on this literature and a web survey of existing OMS five categories of OMS can be pragmatically distinguished. These are used to classify the existing dedicated OMS:

corporate knowledge repository / meta-knowledge system

These systems provide fast retrieval and easy access to existing information within the company. They also give an overview of the existing knowledge throughout the whole organization with the help of e.g. knowledge maps. Typically, these systems comprise different categories of knowledge as well as meta-knowledge (knowledge about knowledge).

knowledge agents

These systems use knowledge actively and autonomously for a kind of “intelligent” information search in other information systems (internal as well as external to the organization). An important prerequisite for a system to be considered as a knowledge agent is its ability to learn e.g. about fast access to trustable sources for certain types of information.

knowledge bases, expert systems

These systems have been around for a long time and store as well as process knowledge.

knowledge and communication integration platforms

These systems integrate several independent information systems, information types (e.g. data, audio, video, graphs, links) or communication systems.

knowledge creation and structuring

These systems support groups in the creative process of generating and structuring knowledge as well as linking the newly found knowledge to existing knowledge.

Besides the dedicated OMS so-called “partial” OMS are also considered, which support only parts of the organizational memory management:

-  access and analysis systems,

-  communication systems,

-  coordination and cooperation systems,

-  training and support systems.

Further examples are listed in the notes267
.

Even in evolutionary biology, the concept that natural selection can operate at different nested levels of organization is one that has escaped many writers. Gould (2002) identifies 6 levels where "individuals" (i.e., the equivalent of "unities" or "entities" in Maturana and Varela's lexicon of autopoiesis - Whittaker 2001a): 

[G]enes in cells, cells in organisms, organisms in demes, demes in species, species in clades. The focal unit of each level is an individual [italics in original], and we may chose to direct our evolutionary attention to any of the levels. Once we designate a focal level as primary for a particular study, then the unit of that level -- the gene, or the organism, or the species, etc.--becomes our relevant or focal individual, and its constituent units become parts, while the next higher unit becomes its collectivity... [Gould 2002: p. 674]

Gould goes on to point out that people normally only consider the individual level  "because we tend to extrapolate the styles and modes of our own scale into the different realms of the incomprehensibly immense or tiny in size, vast or fleeting in time." Maturana and Varela (1980, 1987) understood that nested levels of organisation could each be autopoietic in their own rights, but their expression of their worldview is so hermetic or recondite that many readers will fail to understand its full scope.

Beckett, R.G. (2000)

8 information sets:

(1) various kinds of external contacts (generally a ``know-who'' knowledge set);

(2) an internal know-how knowledge set;

(3) owner influences and rules;

(4) employee/community influences and rules (e.g. through union intervention);

(5) customer influences and rules;

(6) company data warehousing of different sorts;

(7) operational rule sets and routines;

(8) operations implementation strategies that determine how the knowledge flows will interact with the firms primary business.

The approach presented here supports the notion that ``corporate memory'' is a knowledge system made up of a number of quite different kinds of knowledge repositories containing both tacit and explicit knowledge components. These repositories are connected by knowledge flows that also have both tacit and explicit components. using the organization's intellectual assets to stimulate a high rate of beneficial change requires the effective operation of two intermediate processes. It is noted that there is potential for failure in each intermediate process, and in the knowledge flows between them, highlighting some of the difficulties in obtaining full benefit from an organisation's intellectual assets.

The model suggests that intellectual assets.
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Categories of Organizational Knowledge

Bollinger, A.S., Smith, R.D. (2001). Managing organizational knowledge as a strategic asset. Journal of Knowledge Management, 5 (1), 8-18. - http://132.205.57.9/econ331o/pdf_word_excel/lecture01/AcrobatXple.pdf
Definition of knowledge 

First we make a critical distinction between information and knowledge. Information is processed data and can reside within computers. Because of the far-reaching effects of globalization, it is increasingly available to everyone (Harari, 1997). Humans inherently possess knowledge (Malhotra, 1998). We define knowledge as the understanding, awareness, or familiarity acquired through study, investigation, observation, or experience over the course of time. It is an individual’s interpretation of information based on personal experiences, skills, and competencies.

To the organization, knowledge is defined as what people know about customers, products, processes, mistakes, and successes (Grayson and O’Dell, 1998). It resides in databases or through sharing of experiences and best practices, or through other sources both internal and external to the organization. Organizational knowledge accumulates over time, and enables firms to attain deeper levels of understanding and perception that lead to business astuteness and acumen, all characteristics of wisdom. Wisdom is acquired as organizations gain new knowledge through the transformation of collective experiences and expertise. A model of this process is illustrated in Figure 1. Each stage requires processing and transforming that which was acquired in the previous step to achieve growth and learning.

...

There are currently three major schools of thought on what knowledge management is (Poynder, 1998). One school suggests that knowledge management is primarily an information technology issue, with networks of computers and GroupWare being the keys. If you build extensive computer networks and add communications tools that allow group collaboration, people will be more inclined to share information and knowledge. A second school suggests that knowledge management is more of a human resource issue with emphases on organizational culture and teamwork. A strong, positive organizational culture is critical to promoting learning, development and the sharing of skills, resources, and knowledge. The third school promotes the development of processes to measure and capture the organization’s knowhow. Processes do not necessarily need to involve the use of information technology.

The definition of knowledge management as used in this paper is:

. . . the identification and communication of explicit and tacit knowledge residing within processes, people, products, and services.

Cooper, K.G., Lyneis, J.M., Bryant B.J. (2002). Learning to learn, from past to future. International Journal of Project Management 20 (3), 213-219 - http://www.sciencedirect.com/science?_ob=MImg&_imagekey=B6V9V-44M1NH8-6-F&_cdi=5908&_orig=browse&_coverDate=04%2F30%2F2002&_sk=999799996&wchp=dGLbVzb-lSztW&_acct=C000027659&_version=1&_userid=542840&md5=2b3861d6d8336fd05af76451bfb7a2ba&ie=f.pdf demonstration that organizational learning can reduce rework.

Davenport, T.H., Harris, J.G., Long, D.W. De, Jacobson, A.L. (2001). Data to knowledge to results: Building an analytic capability. California Management Review, 43 (2), 117- 138 - http://www.ebuss.dk/ebuss/kurser/downloads_B9/DavenportEtAl2001_e02.pdf discusses difficulties turning data and information (i.e., collected into data warehouses) into knowledge (context --> transformation --> outcomes)
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Drucker, P.F. (1999). Knowledge-worker productivity: The biggest challenge. California Management Review, 41 (2), 79-94. - [link too long via Proquest] relationship to manual worker productivity and knowledge worker productivity discussed via development of Taylorism, Demings TQM and industrial engineering principles for the manual worker

Six major factors determine knowledge-worker productivity. 

Knowledge-worker productivity demands that we ask the question: "What is the task?" 

It demands that we impose the responsibility for their productivity on the individual knowledge workers themselves. Knowledge Workers have to manage themselves. They have to have autonomy. 

Continuing innovation has to be part of the work, the task and the responsibility of knowledge workers. 

Knowledge work requires continuous learning on the part of the knowledge worker, but equally continuous teaching on the part of the knowledge worker. 

Productivity of the knowledge worker is not-at least not primarilya matter of the quantity of output. Quality is at least as important. 

Finally, knowledge-worker productivity requires that the knowledge worker is both seen and treated as an "asset" rather than a "cost.' It requires that knowledge workers want to work for the organization in preference to all other opportunities. 

These are mostly the opposite to what is needed to maximise productivity for manual workers

.....

What Is the Task? 

The crucial question in knowledge-worker productivity is: What is the task? It is also the one most at odds with manual-worker productivity. In manual work, the key question is always: How should the work be done? In manual work, the task is always given. None of the people who work on manual-worker productivity ever asked: "What is the manual worker supposed to do?' Their only question was: SHow does the manual worker best do the job?' This was just as true of Frederick W. Taylor's Scientific Management as it was true of the people at Sears Roebuck or the Ford Motor Company who first designed the assembly line, and as it is true of W. Edward Deming's Total Quality Control. 

Again, in knowledge work the key question is: What is the task? One reason for this is that knowledge work, unlike manual work, does not program the worker. The worker on the automobile assembly line who puts on a wheel is programmed by the simultaneous arrival of the car's chassis on one line and the wheel on the other line. The farmer who plows a field in preparation for planting does not climb out of his tractor to take a telephone call, to attend a meeting, or to write a memo. What is to be done is always obvious in manual work. 

However, in knowledge work the task does not program the worker. A major crisis in a hospital, such as when a patient suddenly goes into coma, does of course control the nurse's task and programs her; but otherwise, it is largely the nurse's decision whether to spend time at the patient bed or whether to spend time filling out papers. Engineers are constantly being pulled off their task by having to write a report or rewrite it, by being asked to attend a meeting, and so on. The job of the salesperson in the department store is to serve the customer and to provide the merchandise the customer is interested in or should become interested in. Instead, the salesperson spends an enormous amount of time on paperwork, on checking whether merchandise is in stock, on checking when and how it can be delivered, and so on-all things that take salespeople away from the customer and do not add anything to their productivity in doing what salespeople are being paid for, which is to sell and to satisfy the customer

Kotnour, T. (1999). A learning framework for project management. Project Management Journal, 30 (2), 32-38

Eric Lesser & Larry Prusak (1999). Communities of Practice, Social Capital and Organizational Knowledge. IBM Institute for Knowledge Management White Paper, August 1999

Kogut, B. & Zander, U. (1993). Knowledge of the firm and the evolutionary theory of the multinational corporation. Journal of International Business Studies. 24(3): - http://infotrac.galegroup.com/itw/infomark/119/164/32107126w2/purl=rc1_EAIM_0_A15144008&dyn=13!xrn_1_0_A15144008?sw_aep=monash. 

The primary casualty of this view is the belief that the boundaries of the firm can be explained only by the creation of governance mechanisms to curb the opportunism of individuals. It would, obviously, be a mistake to deny that opportunism has an effect on the design of contracts and firm governance. But the design of the governance mechanisms is not equivalent to the capabilities of firms and what individuals know how to do. Cooperation within an organization leads to a set of capabilities that are easier to transfer within the firm than across organizations and constitute the ownership advantage of the firm. These capabilities consist as well of the capacity to grow and develop through the recombination of existing elements of the knowledge of the firm and its members. It is this notion of the firm as a repository of social knowledge that structures cooperative action that lies at the foundation of an evolutionary theory of the multinational corporation. We turn to this latter consideration in the conclusions.

... There is a special reason for believing that internalization of the knowledge market will generate a high degree of multinationality among firms. Because knowledge is a public good which is easily transmitted across national boundaries, its exploitation is logically an international operation; thus unless comparative advantage or other factors restrict production to a single country, internalization of knowledge will require each firm to operate a network of plants on a worldwide basis.(6)

....

Another interpretation, rarely discussed in the literature, is that technologies that are difficult to codify also represent platforms for expansion into future markets. Because they are not well understood, they are resistant to rapid imitation. At the same time, novel technologies are likely to be less codified. Due to the joint qualities of novelty and difficult imitation, knowledge that is tacit can be expected to embody the advantage of the firm to grow and expand in the future. It is by recombining knowledge, resting upon what we have called a "combinative capability," that a firm exploits its current knowledge for expansion into new markets !Kogut and Zander 1992^. One important case of such recombining of knowledge is the expansion of the organizational boundaries of the firm into foreign markets. The evolutionary process of firm growth often proceeds by the establishment of exporting facilities to wholly owned operations. The initial entry serves in this regard as a platform that recombines the firm's knowledge acquired in its home market with the gradual accumulation of learning in the foreign market. In a final stage of this process, the learning from the foreign market is transferred internationally and influences the accumulation and recombination of knowledge throughout the network of subsidiaries, including the home market. 

the view that we put forth is compatible with an evolutionary perspective on the growth of the firm. Firms compete on the basis of the superiority of their information and know-how, and their abilities to develop new knowledge by experiential learning. The limiting factor on their growth is not only the competitiveness of other firms and the demand of the market, but also the extent to which their advantage can be replicated more quickly by themselves than through imitation by competitors.(21) Our findings suggesting that firms specialize in the transfer of relatively tacit and idiosyncratic knowledge are consistent with this broader evolutionary perspective.

Ivo Zander (iibiz@hhs.se)  - http://www.hhs.se/FUB/Theory_of_the_Firm.htm
Institute of International Business 
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Anthropomorphism

Tuomi, Ilkka: Corporate Knowledge: Theory and Practice of Intelligent Organization. Helsinki, Metaxis, 1999. 453 p. http://www.jrc.es/~tuomiil/articles/CorpKstart.html: 

In organization and management science it has been a sign of good taste to make a note on the misleading nature of anthropomorphic analogies. When researchers talk about “organizational memory” or “organizational cognition” they are quick to point out that, of course, organizations don’t have memory or cognition in the same sense as humans do. The early literature on organizations and management used such analogies quite freely, making workers the hands and managers the rational brain of the firm. The analogy was misleading. However, sometimes it seems that the critique on this analogy is misplaced. Indeed, I shall argue that researchers often have been too quick in pointing out that organizations don’t have real memory, sensemaking capability and intelligence, and that, of course,  human beings are the unique hosts of these cognitive faculties.

I will argue that if we consider organizations as collective entities where autonomous knowledgeable agents coordinate their activities, we can find interesting similarities in intelligence as manifested in animals and humans, and in the intelligence of collective systems. Indeed, I will claim that when we better understand what intelligence and cognitive faculties are, it becomes clear that organizations can be intelligent. When we understand the nature of intelligence better, it also becomes possible to intentionally create organizational structures and processes that increase organizational intelligence. This, to me, is the main challenge of knowledge management.

My ultimate goal is practical and simple: how to conceptualize knowledge in an organization so that it can be managed and mobilized well. It is clear that we have a long history of conceptual discussions about the nature of knowledge. Similarly, we have many assumptions and beliefs about intelligence, organizations, and knowledge work. It should be understood right at the start that the road I shall travel is not a familiar one, and not as short as one would expect. In my navigation I rely on cartographers who have tried to map some of the most difficult terrains of thought, and some of my guides are notoriously difficult to follow. At times, it may feel that in their worlds nothing is as it should be; that their flora and fauna has never been seen before, and that, indeed, dragons wait for the unwary step.

Ursin, J. (2000). Group Dynamics in the Production of New Knowledge - a Theoretical Framework. European Conference on Educational Research, Edinburgh, 20-23 September 2000. - http://www.leeds.ac.uk/educol/documents/00001609.htm
In most usages, organizational memory is assumed to incorporate electronic storage, but there are many shades of meaning based on how the balance between applications and processes used to manage human memories versus electronic memories is set. Following is a small sample of definitions selected from Google:268


· Lehner et al. (1998): 

In general the term “memory” describes a system of abilities which makes it possible to store what was perceived or experienced for longer than the actual period of time of the perception or experience and which allows to retrieve these perceptions and experiences at a later time. Learning is not possible without memory. Accordingly, the OM is always mentioned as the most important prerequisite for organisational learning. However, the use of the term “Organisational Memory” should certainly not imply an analogy according to which organisations have a “brain”. The term should only convey the fact, that members of the organisation as well as for example documents or files contain knowledge, which can be kept ready for recall (cf. [Ober1996], 53).

An Organisational Memory System (OMS) is a system, (a) which realises parts of the organisational knowledge base with the help of information and communications technologies and/or (b) realises and supports tasks, functions and procedures that are connected to the use of the organisational knowledge base. 

Karreman, D. (2002). Knowledge Management and "Organizational Memory" - Remembrance and Recollection in a Knowledge-intensive Firm. The Third European Conference on Organizational Knowledge, Learning and Capabilities. OKLC 2002 5-6 April 2002, Athens, Greece. - http://www.alba.edu.gr/OKLC2002/Proceedings/pdf_files/ID312.pdf. Despite the "optimistic" view of the literature on organisational memory, believes the concept is problematic - because it promotes anthropomorphisation. It "mystifies" organisational processes, overemphasises the belief that integration exists and suppresses expectation of conflict  Also believes that it "runs counter to dominant managerial practices. Notes that managers in large bureaucracies may have strong incentives not to keep records of their activities.

Morgenstern. O., (1951) Prolegomena to a Theory of Organization. USAF Project Rand Research Memorandum. ASTIA Document Number ATI 210734 - http://qss.stanford.edu/~godfrey/Morgenstern/prolegom.pdf [MorgensternProlegom.pdf]

10 December 1951

Walsh, J.P.; Ungson, G.R. (1991). Organizational Memory. The Academy Of Management Review, Briarcliff Manor; 16:1; pg. 57, 35 pgs  danger of anthropomorphism. Definition: "organization may exist independent of particular individuals, but ... individuals acquire informatoin in a problem-solving and decsion making activities. This focus on individual cognitive activities as the centgral element in the organization's acquisition of information reflects an active construction of memory ... [T]hrough [a] process of sharing, the organizational interpretation system in part transcends the individual. ... [A]n organizatoin may preserve knowledge of the past even when key organizational members leave. ... [I]nterpretations of the past can be embedded in systems and artifacts (e.g., structures, transformatoins, ecology), as well as within individuals. In this way organizational memory is both an individual- and organizational-level construct.

"The [organizational memory] construct is composed of the structure of its retention facility, the information contained in it, the processes of information acquisition and retrieval, and its consequent. effects. In its most basic sense, organizational memory refers to stored information from an organization's history that can be brought to bear on presen decisions. This information is stored as a consequence of implementing decisioins to which they refer, by individual recollections, and through shared interpretations.. ... [I]nformation can be considered as decisional stimuli and responses that are preserved in particular storage bins and that have behavioral consequences when retrieved.

"It is important to distinguish between decision information, which refers to cues perceived by individuals as reducing equivocality..., and memory, which refers to stored information about a decision stimulus and response that, when retrieved, comes to bear on present decisions. This distinction is important because both informatoin and memory can be mistakenly interchanged in the context of acquisition and retrieval."

Bins: individuals, culture, transformations, structures, ecology.

· Croasdell (1998):

Organizational memory is a generic concept to used to describe saving, representing, and sharing corporate knowledge (Durstewitz, 1994). Organizational memory includes that which can be conveyed by the written record, such as corporate manuals, databases, and filing systems (Ackerman, 1996) and by informal knowledge created and used in the process of creating formal results (Conklin, 1996). Walsh and Ungson (1991) refer to organizational memory as information from an organization's history that can be brought to bear on present decisions. Researchers and practitioners recognize organizational memory as an important factor in the success of an organization's operations and its responsiveness to the changes and challenges of its environment (e.g., Stein, 1995; Huber, 1991).

Growing information requirements magnify the need for sharing and disseminating information (Huynh et al., 1995). Information technologies contribute to the possibility of automated organizational memory systems in two ways, either by making recorded knowledge retrievable or by making individuals with knowledge accessible (Ackerman, 1996). An organization's past knowledge, explicitly dispersed through a variety of retention facilities (e.g., network servers, distributed databases, Intranets, etc.) can make an organization more accessible to its members. An organizational memory supported by information technology provides contents that are explicitly stored in information systems, can be modified promptly, and shared as necessary. Information systems designed to augment the interaction between a knowledge seeker and information providercould lead to higher levels of organizational effectiveness and learning.

· Maier & Klosa (1999): 

Several approaches to categorize OMS can be found in the literature (see e.g. [l], 4ff, [4], [12], 2, [17]). Based on this literature and a web survey of existing OMS five categories of OMS can be pragmatically distinguished. These are used to classify the existing dedicated OMS:

corporate knowledge repository / meta-knowledge system

These systems provide fast retrieval and easy access to existing information within the company. They also give an overview of the existing knowledge throughout the whole organization with the help of e.g. knowledge maps. Typically, these systems comprise different categories of knowledge as well as meta-knowledge (knowledge about knowledge).

knowledge agents

These systems use knowledge actively and autonomously for a kind of “intelligent” information search in other information systems (internal as well as external to the organization). An important prerequisite for a system to be considered as a knowledge agent is its ability to learn e.g. about fast access to trustable sources for certain types of information.

knowledge bases, expert systems

These systems have been around for a long time and store as well as process knowledge.

knowledge and communication integration platforms

These systems integrate several independent information systems, information types (e.g. data, audio, video, graphs, links) or communication systems.

knowledge creation and structuring

These systems support groups in the creative process of generating and structuring knowledge as well as linking the newly found knowledge to existing knowledge.

Besides the dedicated OMS so-called “partial” OMS are also considered, which support only parts of the organizational memory management:

-  access and analysis systems,

-  communication systems,

-  coordination and cooperation systems,

-  training and support systems.

Lemon, M., & Sahota, P.S. (2002). Organizational Culture as a Knowledge Repository for Increased Innovative Capacity. The Third European Conference on Organizational Knowledge, Learning and Capabilities. OKLC 2002 5-6 April 2002, Athens, Greece. - http://www.alba.edu.gr/OKLC2002/Proceedings/pdf_files/ID88.pdf. organizational culture as a "bundle" of knowledge repositories with storing and information processing capabilities.

Classifying Organizational Knowledge

As for research libraries, it is believed by many that a key to forming a successful organizational memory is to create coherent schemes for classifying and storing knowledge that make the stored content readily available for discovery, retrieval and reuse.  The development of classification schemes involve ontology and taxonomy.

Bostock (2002) defines ontology as

A common set of terms (and their relationships) used to describe and represent knowledge within a domain (e.g. education, chemistry, and cars). Ontologies can be used by automated tools to power advanced services such as more accurate Web search, intelligent software agents and knowledge management. Ontology has also been referred to as a 'concept thesaurus'. 

The concept "ontology" is actually much more difficult than implied by this simple definition1995269

, as discussed in depth by Gaurino & Giaretta (). They conclude with a series of related definitions I will follow here:

conceptualization: an intensional semantic structure which encodes the implicit rules constraining the structure of a piece of reality.

Formal Ontology: the systematic, formal, axiomatic development of the logic of all forms and modes of being. [i.e., the discipline]

ontological commitment: a partial semantic account of the intended conceptualization of a logical theory.

ontological engineering: the branch of knowledge engineering which exploits the principles of (formal) Ontology to build ontologies.

ontological theory: a set of formulas intended to be always true according to a certain conceptualization.

Ontology [capitalised]: that branch of philosophy which deals with the nature and the organization of reality.

ontology [lower case]: (sense 1) a logical theory which gives an explicit, partial account of a conceptualization; (sense 2) synonym of conceptualization.

Malafsky (2002) defines taxonomy270

 as follows: 

A taxonomy is a structured set of names and descriptions used to organize [knowledge] sources in a consistent way. A typical taxonomy uses a logical arrangement but doesn’t account for users’ particular decision-making and action-taking needs. A knowledge taxonomy focuses on enabling efficient and interoperable retrieval and sharing of knowledge, information, and data across the enterprise by building in natural workflow and knowledge needs in an intuitive structure.

From a taxonomic point of view, organisational knowledge can be categorized in several broad domains, depending on how the organisation responds to and uses the knowledge. Holtshouse (1999, 2000), in a Xerox study, identified ten such domains:

· Sharing knowledge & best practices 

· Instilling responsibility for knowledge sharing 

· Capturing and reusing past experiences 

· Embedding knowledge in products, services and processes 

· Producing knowledge as a product 

· Driving knowledge generation for innovation 

· Mapping networks of experts 

· Building and mining customer knowledge bases 

· Understanding and measuring the value of knowledge 

· Leveraging intellectual assets

Greiner and Rose (1997), in a study of knowledge management in research planning for the World Health Organisation, recognised five main functional domains:

· Strategic: e.g. identification of global research opportunities including their implementation

· Managerial: e.g. control of various health programs, such as AIDS and malaria programs

· Operational: e.g. databases management concerning the health status of the world

Another, orthogonal, taxonomy of categories range from structure to content

· Content: the knowledge representation of the health domain: What is health? How do specific aspects of health influence each other? Which health measures and programs are available? What knowledge is missing? Where are the priorities for interventions? 

· Structure: existing organizational structure (global headquarters, regional offices, system of advisory committees, external consultants, etc.) Who is doing what? Whom to ask and for what purpose? Who has which responsibilities and/or experience?

Malafsky (2002) provides a more complex domain structure for the US Navy:

· DON [Department of Navy] organization

· Geography (standard country codes and DON locations)

· DON functional areas (22 sub-domains): 

· Acquisition; 

· Administration; 

· Allies; 

· Civilian Personnel; 

· C3; 

· Financial; 

· Information Warfare; 

· Intelligence & Cryptology; 

· Logistics; 

· Manpower; 

· Medical; 

· METOC; 

· Modeling & Simulation; 

· Naval Nuclear; 

· Reserves; 

· Readiness; 

· Religion; 

· Requirements, resources, assessments; 

· Science & Technology; 

· Test & evaluation; 

· Training; 

· Weapons

· Library of Congress (government and general purpose standard)

· Defense Technical Information Center: (DOD standard for technology systems)

· Universal Naval Task List

· North American Industrial Classification System

The domains of knowledge I prefer to use can be more easily related to various domains of knowledge used within OODA processes. These domain categories are intended to be generically applicable to any kind of organisation acting as a collective entity. Different processes and applications are likely to be required for the proper assmbly, management and delivery of knowledge within each domain.

· Environmental

The environmental domain includes all publically available knowledge about the external environment, e.g., daily news, general periodicals, technical and scientific literature, patents, etc.

· Competitive

Knowledge specifically focussing on competitors' activities.

· Legislative and ethical

The legislative domain includes knowledge about the legal and ethical framework within which the organisation and its members must operate. This includes the enactment, promulgation and enforcement of laws and regulations.

· Contractual

The contractual domain covers knowledge about the organisation's agreements and trading relationships with other entities.

· Procedural and process

The procedural domain covers all the organisation's internal procedural and process knowledge.

· Personnel and people

Knowledge about people within and relating to the organisation.

· Engineering and design

The engineering domain includes knowledge about how to design and build organisational products – whether the products are intangible or tangible.

· Deliverable

The deliverable domain includes all knowledge assembled or produced by the organisation for delivery to external entities (e.g., product documentation or documentation produced as a product in its own right).

· Transactional and accounting

The transactional domain includes knowledge about the organisation's internal and external activities as carried out via the totality of financial and physical transactions with external and internal entities.

For any of this knowledge to be useful it must be captured, organised, remembered, discovered and distributed to those in the organisation who need it in order to perform their activities and actions. 

Building organisational knowledge, intelligence, wisdom and stategic power
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Tools for Keeping Data and Establishing Organisational Memories

Tools to manage corporate data, information and knowledge differ from those used by the individual scientist or academic. As have books and libraries, organisational tools have a long history. 

In its most generic form, the assembly of explicit organisational knowledge begins with data capture. Data is captured in the form of "records" that provide some kind of syntactical framework to give the data at least a low level of meaning as information. A record is any persistent physical or electronic evidence of a transaction, activity or formal exchange of information. Records are the organisation's memory of its activities (observation) stored outside the confines of individual human brains. A number of explicit definitions by various government bodies emphasise the importance of retaining such memory traces in a recoverable way271

.

Historically, the need to keep records of a king's or government's transactions (i.e., taxes and other obligations) with its people and vice versa apparently drove the invention of writing. The first records appear to have been simple accounts of taxes, tributes or loans, but these were soon followed by records or contracts of more complex obligations (Goetzmann 1996; ACAUS 2001). Until literacy became common, European and English courts apparently depended primarily on human memories and verbal evidence for the existence of legal obligations. However, with the spread of literacy fuelled by the printing revolution, even courts began to give preference to physical (written) evidence of transactions and contracts. This placed individuals and organisations under much more pressure to keep records in ways that established their authenticity and facilitated their retrieval (Barry ????; Brubach 2000).

Archives for tangible records have existed since when the records have themselves had to be preserved. With the development of paper documents and forms, and the establishment of legal requirements to save records, the requirements for storing paper records relating to organisational transactions became increasingly onerous. Conceptual and mechanical aids were developed to assist in the orderly filing and retrieval of paper and other tangible records. However, producing, managing and extracting information from paper records is so cumbersome, that there were major organisational incentives to mechanise and automate record keeping and using activities (Goetzmann 1996; ACAUS 2001).

As organisations grew and became more complex, new technologies were needed to facilitate the capture and preservation or records (Barry ????; Brubach 2000; the discovery and dissemination of information contained within records; and the extraction, assembly and assimilation of essential information from the records into epistemically more valuable knowledge products to facilitate orientation and guide decisions. The development of electronic/virtual technologies is radically changing the nature of records, record keeping and archives. Organisational record keepers and archivists must reinvent their profession and themselves to cater for the functionality the new technology provides  (Bell 1997; Barry 1995, 2002). 

Data processing for large organisations

The story of tabulating machine and early computer technology was covered earlier in this work in The Second Printing Revolution: Automating Replication and Processing. Here, I will consider how the technology changed the nature of organisations.

In the first half of the 20th Century, Tabulating machines were used to collect and process the most basic forms of data – essentially only 80 characters to a card, that sufficed only for a minimum number of individual data items and one or two codes to serve as syntactical keys to identify what the data items related to. Basically, all that could be done with such data is to count the number of items matching a particular criteria or add the contents of particular fields to give a total amount for a stack of cards matching a particular sort criterion. Data was then transferred manually into manual spreadsheets or paper tables and reports.

The first generation computers (see Figure 5) did little more (excepting their uses for calculating mathematical formulas) for organisations than the tabulating machines they replaced. They built tables of input data from tangible (paper) records and processed data from one or more input tables into other kinds of intermediate, storage or output tables. Any of these tables could be printed on paper as tangible reports to be used in the organisation's business activities. In general each row of a table would relate to a particular customer, supplier, transaction, or inventory item. The table would then be constructed of all rows of the same type, such that a particular kind of information would always be found in a particular column of a specific table. Aside from providing a syntax to give data meaning, such tabular reports provided a low level semantic structure making the contained information more usable by the organisations’ human managers.
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Making the Tacit Explicit

· Business Process Analysis and Automating Workflows

· Source data registry, tracking and annotation

Corporate Knowledge, Intelligence and Feedback Build Corporate Power

Until the microelectronics revolution, the major problems in building intelligence into large organisations were limitations in the ability to gather and process information into knowledge. In the last quarter of the 20th Century, the new technologies have flooded organisations with exponentially growing volumes of information. Today, more competitive decision cycles are limited by the need to manage and make sense of an overwhelming and ever increasing flood of information being gathered at the speed of light. Now, the major organisational problem is not to gather information, but to distill and manage the flood into relevant blocks of knowledge able to be understood and turned into intelligence by the organisations' human managers.

Nickols (2000) also discusses the term "strategic knowledge", which might be called "know when and know why.... Although it seems reasonable to conceive of these as aspects of doing, it is difficult to envision them as being separate from that doing. In other words, we can separate out strategic knowledge only in the describing, not the doing. Consequently, strategic knowledge is probably best thought of as a subset of declarative knowledge instead of its own category." However, in Coombe's hierarchy, this strategic knowledge becomes intelligence.

Most large and successful organisations have intelligence–gathering and activity reporting processes of various kinds to better inform their decision makers. In the days when knowledge gathered from a distance had to be transported physically (Holzmann, G.J. and B. Pehrson 1994 - Chapter 1), OODA cycles based on such processes typically took days, weeks and even months. Decisions were severely constrained by the limited volume and slow rate at which information from diverse sources could be assembled and aggregated. The constant competitive pressures to gather more information faster to support better decisions fuelled the development of communication technologies. Optical and electronic means to communicate information intangibly increasingly replaced ponderous movements of tangible documents. 

For example, beginning in 1793, Chappe’s semaphore system (Holzmann & Pehrson 1994; Jones 1999; Carré 1994) was the first truly commercial network able to move a significant volume of data faster than it could be transported by human or avian272

 couriers. Extensive networks of semaphores provided France with a rapid but narrow bandwidth system that assisted with intelligence gathering in the Napoleonic wars, and later with the transmission of market information. As the bandwidth and speed for transmitting intangible information increased (telegraphy, telephony, radio, voice/data communications, microwave transmission, optical fibre communications – stories outside the scope of this work), the primary corporate problem changed from one of insufficient information to support decision making to one of having too much information. 

The ability to see changes and identify trends also helps to turn knowledge into intelligence. To do this one must not only have a coherent knowledge of what happened today, but it is also necessary to be able to compare today’s observations with past ones and to track the hisorical threads connecting related actions. To do this one requires a reasonably accurate memory of what went before. In other words, in addition to having faster and better capabilities to gather and aggregate information, you need the abilities to preserve past observations and to compare the intelligence gathered today with those past observations.

[discussion of how KM strategies are working towards application of OODA loop concepts)
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Keep, C., McLaughlin, T. and Parmar, R. (1995). The Electronic Labyrinth – http://www.iath.virginia.edu/elab/elab.html. See also Hyperizons – http://www.duke.edu/~mshumate/hyperfic.html
Kirschenbaum, M.G., Lines For A Virtual T[y/o]pography: Electronic Essays on Artifice and Information. A dissertation presented to the Graduate Faculty of the University of Virginia in Candidacy for the Degree of Doctor of Philosophy. – http://jefferson.village.virginia.edu/~mgk3k/dissertation/main.html
Difficulty in determining actual costs: Luther, J (2001) White Paper on Electronic Journal Usage Statistics. The Journal of Electronic Publishing 6(3) http://www.press.umich.edu/jep/06–03/luther.html
Costs of tangible distribution: Digital Alternatives: Day, C. (1997), Solving the Problem or Shifting the Costs? Journal of Electronic Publishing. 4(10). http://www.press.umich.edu/jep/04–01/day.html "I hope I have succeeded in puncturing the panaceas. I am sure that none of the alternatives to the traditional system can offer the kind of major cost savings that would make the fundamental problem of the monograph go away. The most prevalent error that has led people to believe in those panaceas is to ignore the value of scholars' time and forget that it should be directed not to mundane publishing chores but to the teaching and research for which faculty are uniquely qualified, expensively trained and rigorously selected"

Competition and cooperation: Libraries and publishers in the transition to electronic scholarly journals, A. M. Odlyzko. Journal of Electronic Publishing 4(4) (June 1999), http://www.press.umich.edu/jep/ and in J. Scholarly Publishing 30(4) (July 1999), pp. 163–185 http://www.research.att.com/~amo/doc/competition.cooperation.pdf
How Scientists Retrieve Publications: An Empirical Study of How the Internet Is Overtaking Paper Media by BO–CHRISTER BJÖRK and ZIGA TURK The Journal of Electronic Publishing December, 2000   Volume 6, Issue 2 http://www.press.umich.edu/jep/06–02/bjork.html
DIGITAL LIBRARY WORK: MEETING USER NEEDS by Mats G. Lindquist, Paper presented at: "The impact of electronic publishing on the academic community", an Academia Europaea workshop, Stockholm, Sweden, 16–20 April, 1997. – http://www.lub.lu.se/UB2proj/LIS_collection/lindquist.html
A Science Publishing Revolution: Grassroots initiative demands free, searchable content from publishers. By Eugene Russo – 

WAITING FOR THOMAS KUHN, First Monday and the Evolution of Electronic Journals by EDWARD J. VALAUSKAS – http://www.press.umich.edu/jep/03–01/FirstMonday.html
Harter, S.P. and H.J. Kim (1996). Electronic Journals and Scholarly Communication: A Citation and Reference Study. Proceedings of the Midyear Meeting of the American Society for Information Science, San Diego, CA, May 20–22, 1996, pp. 299–315 – http://informationr.net/ir/2–1/paper9a.html.

Electronic Journals: A Selected Resource Guide – Harrassowitz Booksellers and Subscription Agents. 2000. http://www.harrassowitz.de/services/ejresguide.html Comprehensive survey of scholarly publishing

Lisse, May 3 2000 SwetsNet content expands significantly with additional publisher signings http://www.swets.nl/press/content.html – more than 3,100 electronic journals

NewHoo: Yahoo Built By The Masses – http://www.searchenginewatch.com/sereport/98/07–newhoo.html
NewHoo origins: http://slashdot.org/articles/older/980613118210_F.shtml
Scholarly Publishing, Peer Review and the Internet. Peter Roberts. 1999. http://www.firstmonday.dk/issues/issue4_4/proberts/
Scholarly Electronic Publishing Bibliography. Bailey, C.W. 2000. http://info.lib.uh.edu/sepb/sepb.html

Further growth



limitations of HTML



W3C initiatives to develop XML 


Importance of semantic markup for the future



The world–wide brain

http://dmoz.org/ann.html Netscape and newhoo; http://home.netscape.com/newsref/pr/newsrelease702.html
An Introduction to the Resource Description Framework by Eric Miller – http://www.asis.org/Bulletin/Oct–98/ericmill.html
The Document Management Alliance – by Chuck Fay  – http://www.asis.org/Bulletin/Oct–98/chuckfay.html
Collaborative Authoring on the Web: Introducing WebDAV. by E. James Whitehead, Jr.  – http://www.asis.org/Bulletin/Oct–98/webdav.html
1994 – Web traffic overtakes Gopher traffic. NetScape "buys up" all manpower from NCSA and releases Netscape 1.0. Tim Berners–Lee leaves CERN for MIT. The W3C is founded. 

Burk D L, 'Proprietary Rights in Hypertext Linkages', 1998 (2) The Journal of Information, Law and Technology (JILT). <http://elj.warwick.ac.uk/jilt/intprop/98_2burk/> 

http://homepage.seas.upenn.edu/%7Egaj1/shiftgg.html
XML

XHTML http://www.w3.org/MarkUp/Activity
Delbridge, A. and Butler S. (1999). The Macquarie Dictionary, its History and its Editorial Practices. Lexicos 9. – http://www.sun.ac.za/wat/lex9/macqua3.html
D–Lib Magazine, July/August 1998, Archiving Digital Cultural Artifacts: Organizing an Agenda for Action. Peter Lyman and Brewster Kahle. – http://www.dlib.org/dlib/july98/07lyman.html
Christos, J.P., et. al. (1999). History of the Internet.: a Chronology 1843 to the Present. ABC CLIO, 320 pp. – extracts: http://www.historyoftheinternet.com/index.html
Khare, R and Rifkin, A. (1998). The Origin of (Document) Species. Presented at the WWW7 Conference in Brisbane, Australia, April 14–18, 1998, published in Computer Networks and ISDN Systems, Volume 30, Pages 389–397 –  http://www.cs.caltech.edu/~adam/papers/www/origin–of–species.html
Alexa – http://www.alexa.com/
E–zine list – http://www.meer.net/~johnl/e–zine–list/
http://www.isinet.com/isi/isilinks
http://www.searchenginewatch.com/sereport/98/12–newhoo.html how newhoo works

Sparc policy http://www.dlib.org/dlib/may00/johnson/05johnson.html
The crisis in scholarly publishing http://www.lib.uwaterloo.ca/society/crisis.html http://www.shef.ac.uk/~is/publications/infres/paper9a.html
http://www.arl.org/scomm/tempe.html
Linking Everything to Everything: Journal Publishing Myth or Reality? S. Hitchcock, F. Quek*, L. Carr, W. Hall, A. Witbrock* and I. Tarr (1997) http://journals.ecs.soton.ac.uk/IFIP–ICCC97.html
Indexing services http://www.public.iastate.edu/~CYBERSTACKS/Morning.htm
Cost issues : The future of scientific journals: lessons from the past – http://csssrvr.entnem.ufl.edu/~walker/fewww/aedraft.htm
The slow evolution of electronic publishing. Andrew Odlyzko  (1997) – http://www.research.att.com/~amo/doc/slow.evolution.txt
Electronic librarians, intelligent network agents, and information catalogues. Draft paper by Edward A. Fox http://www.uky.edu/~kiernan/DL/fox.html
Hermans, Bjorn. Intelligent Software Agents on the Internet: An Inventory of Currently Offered Functionality in the Information Society and a Prediction of (Near) Future Developments. First Monday 1997; 2(3). – http://www.firstmonday.dk/issues/issue2_3/ch_123/
InfoGuide – Artificial Intelligence Applications in Libraries for Information Professionals Date: July 1997 Compiled by: Deborah Jones RMIT – http://www.bf.rmit.edu.au/Dimals/rguides/ai–library.htm
Specialty skills

Rising cost of journals

Research Libraries as Knowledge Publishers not Purchasers

The Free Literature Movement

http://www.biomedcentral.com/info/conference.asp
http://xxx.lanl.gov/blurb/pg00bmc.html
Technological Requirements and Standards for Structured Documents

http://www.raycomm.com/techwhirl/xmlandtechwriters.html
A number of alternatives have been proposed to change the way scholarly knowledge is published and distributed to those who need to access it.

In the “early days” before personal computers when I was a student and an academic, individual users minimised their requirements for personal subscriptions to costly journals by photocopying articles they needed from library copies of journals. Publishers, of course, regarded this as an infrigement of their copyrights but found it difficult to impossible to police at the individual level.

However, today, the means of accessing journal papers for personal use are changing rapidly from retrieving paper documents from the library to accessing them electronically via library networks, where the library serves as an authentication hub for subscription management

content capture tools

Bollen, J. _ Adaptive Hypertext Networks That Learn the Common Semantics of their Users. http://pespmc1.vub.ac.be/papers/namurart.html;  http://pespmc1.vub.ac.be/papers/BollenNRHM/Default.html; Heylighen F. (1999): "Collective Intelligence and its Implementation on the Web: algorithms to develop a collective mental map", Computational and Mathematical Organization Theory 5(3), p. 253–280 – http://pespmc1.vub.ac.be/Papers/CollectiveWebIntelligence.pdf
Dahlström, M. and Gunnarsson, M (2000). Document architecture draws a circle: on document architecture and its relation to library and information science education and research. Information Research, 5:2 – http://informationr.net/ir/5–2/paper70.html
Miller, E. (1998). An Introduction to the Resource Description Framework. http://www.dl.ulis.ac.jp/DLjournal/No_13/1–emiller/1–emiller.html; Ceri, S., et. al. (1999). XML–GL: a Graphical Language for Querying and Restructuring XML Documents – http://www8.org/w8–papers/1c–xml/xml–gl/xml–gl.html; W3C Resource Description Framework (RDF) – http://www.w3.org/RDF/; Martin P. and Elkund P. (1999), Embedding Knowledge in Web Documents in the Eighth International World Wide Web Conference, Toronto, May 11–14, 1999 –  http://www8.org/w8–papers/3b–web–doc/embedding/embedding.html; Berners–Lee, T. (1998). Semantic Web Road map.  http://www.w3.org/DesignIssues/Semantic.html
A Science Publishing Revolution: Grassroots initiative demands free, searchable content from publishers. By Eugene Russo – 

BUBL LINK / 5:15 Catalogue of Internet Resources –Electronic journal costs – http://bubl.ac.uk/link/e/electronicjournalcosts.htm
025.0 Pricing in digital libraries – http://link.bubl.ac.uk/ISC1548
025.0 Searching and use of digital libraries – http://link.bubl.ac.uk/ISC1549
eBooks The Battle to Define the Future of the Book in the Digital World by Clifford Lynch http://firstmonday.org/issues/issue6_6/lynch/index.html (issue 6_6)

Smart and stupid networks: Why the Internet is like Microsoft, A. M. Odlyzko, ACM netWorker, Dec. 1998, pp. 38–46. http://www.acm.org/networker/issue/9805/ssnet.html
The Knowledge Explosion

Mason, J.S. (2000). From Gutenberg's Galaxy to Cyberspace: The Transforming Power of Electronic Hypertext. Doctoral Dissertation at McGill University, Montréal, Canada

Where is meaning when form is gone? Knowledge representation on the Web. Terrence A. Brooks – http://informationr.net/ir/6–2/paper93.html
A billion Web pages encompasses a very large volume of knowledge, but this is still only a small fraction of the total knowledge compiled by humanity. To date, only a tiny fraction of the knowlege recorded in scientific, technical and academic publications is freely available or indexable by the Web services. Perhaps between 10 and 50% of current content in science journals is available electronically to subscribers273

, but 

http://www.raycomm.com/techwhirl/xmlandtechwriters.html
A number of alternatives have been proposed to change the way scholarly knowledge is published and distributed to those who need to access it.

In the “early days” before personal computers when I was a student and an academic, individual users minimised their requirements for personal subscriptions to costly journals by photocopying articles they needed from library copies of journals. Publishers, of course, regarded this as an infrigement of their copyrights but found it difficult to impossible to police at the individual level.

However, today, the means of accessing journal papers for personal use are changing rapidly from retrieving paper documents from the library to accessing them electronically via library networks, where the library serves as an authentication hub for subscription management

 THE NEW INFORMATION PARADIGM: Threat or Opportunity (or Both)? By  Dr. Roger Summit – http://www.pa.utulsa.edu/nfais/miles.d/1996.html
At the Speed of Thought: Pursuing Non–Commercial Alternatives to Scholarly Communication by Mike Sosteric http://www.arl.org/newsltr/200/sosteric.html
A Comparative Analysis of the Role of Multi–Media Electronic Journals in Scholarly Disciplines BY Ken Eason, Chris Carter, Susan Harker, Sue Pomfrett, Kathy Phillips and John Richardson – http://www.ukoln.ac.uk/services/elib/papers/tavistock/eason/eason.html
BUBL LINK Catalogue of selected Internet resources – 070.5 Electronic journals: research http://link.bubl.ac.uk/ISC2093
The Evolution of Journals – The Future of Electronic Journals BY Hal R. Varian http://www.arl.org/scomm/scat/varian.html
The slow evolution of electronic publishing, A. M. Odlyzko, in Electronic Publishing '97: New Models and Opportunities, A. J. Meadows and F. Rowland, eds., ICCC Press, 1997, pp. 4–18 http://www.research.att.com/~amo/doc/slow.evolution.txt
The Public Library of Science and the ongoing revolution in scholarly communication, A. M. Odlyzko. [preprint, text]  http://www.research.att.com/~amo/doc/nature.pls.txt
The future of scientific communication, A. M. Odlyzko. Access to Publicly Financed Research: The Global Research Village III, Amsterdam 2000, P. Wouters and P. Schroeder, eds., NIWI, 2000, pp. 273–278. http://www.research.att.com/~amo/doc/future.scientific.comm.pdf
Stevan Harnad. (2001) For Whom the Gate Tolls? How and Why to Free the Refereed Research Literature: Online Through Author/Institution Self–Archiving, Now   http://www.cogsci.soton.ac.uk/~harnad/Tp/resolution.htm – Harnad/Oppenheim
Richard J. Roberts,* Harold E. Varmus, Michael Ashburner, Patrick O. Brown, Michael B. Eisen, Chaitan Khosla, Marc Kirschner, Roel Nusse, Matthew Scott, Barbara Wold (2001). Building A "GenBank" of the Published Literature. Science 291: 2318–2319.  http://www.sciencemag.org/cgi/content/full/291/5512/2318a 

As noted above, my first experience was with using Biological Abstracts' BIOSIS service via Lockheed Dialog's on–line service around 1977.

****What do they do for the user: Text Retrieval Online: Historical Perspective on Web Search Engines by Trudi Bellardo Hahn  http://www.asis.org/Bulletin/Apr–98/hahn.html
Bits of power : issues in global access to scientific data / Committee on Issues in the Transborder Flow of Scientific Data, U.S. National Committee for CODATA, Commission on Physical Sciences, Mathematics, and Applications, National Research Council. http://www.nap.edu/readingroom/books/BitsOfPower/index.html
Online Retrieval of Bibliographic Information, Timeshared  – Began late 60's commercially available in 1972

Cost of indexing

the beginnings of computerisation

Database history – role of Dialog, Orbit, etc.: 

Charles P. Bourne

Pioneers of Information Science In North America – A Project of SIG/HFIS (History and Foundations of Information Science) American Society of Information Scientists (ASIS) – http://www.asis.org/Features/Pioneers/isp.htm
Dialog – http://www.asis.org/Features/Pioneers/dialog.htm
Introduction to Online Searching and Electronic Research. Lecture 1.   from Online Searching and Electronic Research, UC Berkeley Extension –  http://www.exo.net/ref/uce/uce1_introduction.html. (Full course: http://www.exo.net/ref/uce/online.html)

Lynn Flanagan, Sharon Campbell Parente. Constructing Effective Search Strategies for Electronic Searching. 

 Middle Tennessee State University, Murfreesboro, Tennessee. –   http://www.mtsu.edu/~itconf/papers96/Construct.html – History; 

 Legal Citation inexing http://www.store.westgroup.com/products/newprods/keycite.htm
http://www.libsci.sc.edu/bob/confprog/confprog.htm; http://www.chemheritage.org/
http://www.slais.ubc.ca/courses/arstlibr512/00–01–wt2/database1.htm
Legal citation analysis: 1873 http://www.store.westgroup.com/products/newprods/keycite.htm
Cameron, R.D. (1998). A Universal Citation Database as a Catalyst for Reform in Scholarly Communication. First Monday 2(4). – http://www.firstmonday.dk/issues/issue2_4/cameron/
Garfield (1955) – http://garfield.library.upenn.edu/essays/v6p468y1983.pdf – citation indexing

Garfield (1955) – http://garfield.library.upenn.edu/essays/v6p459y1983.pdf – use of punch cards

Garfield (1958) – http://garfield.library.upenn.edu/essays/v2p674y1974–76.pdf
Institute for Scientific Information (1958) – http://www.asis.org/Features/Pioneers/isi.htm
The ISI® Web of Science® – Links and Electronic Journals: How links work today in the Web of Science, and the challenges posed by electronic journals http://www.dlib.org/dlib/september99/atkins/09atkins.html
(O'Neill, 1998) History of Citation Indexing http://www.isinet.com/isi/hot/essays/21.html; 

(Testa, 1997) The ISI Database: The Journal Selection Process  http://www.isinet.com/isi/hot/essays/199701.html
web of science http://www.dlib.org/dlib/september99/atkins/09atkins.html
http://www.garfield.library.upenn.edu/ci/chapter1.PDF
Cited Title Unification or Making a Molehill Out of a Mountain (Robertson, 1998) – http://www.isinet.com/isi/hot/essays/22.html 25X 106 citations per year indexed. 14 million refer to indexed journals, remainder refer to 1.5 million cited journals, books, patents, etc.

The growth of knowledge

Primary and secondary literature

University Libraries and Scholarly Communication: A Study Prepared for The Andrew W. Mellon Foundation. by Anthony M. Cummings, Marcia L. Witte, William G. Bowen, Laura O. Lazarus, and Richard H. Ekman. Published by The Association of Research Libraries for The Andrew W. Mellon Foundation. November 1992. http://www.lib.virginia.edu/mellon/
Automating the Growth of Knowledge, Intelligence and Wisdom

The Knowledge Growth Cycle

Three striking facts emerge from these estimates. The first is the "paucity of print." Printed material of all kinds makes up less than .003 percent of the total storage of information. This doesn't imply that print is insignificant. Quite the contrary: it simply means that the written word is an extremely efficient way to convey information. 

The second striking fact is the "democratization of data." A vast amount of unique information is created and stored by individuals. Original documents created by office workers are more than 80% of all original paper documents, while photographs and X–rays together are 99% of all original film documents. Camcorder tapes are also a significant fraction of total magnetic tape storage of unique content, with digital tapes being used primarily for backup copies of material on magnetic drives.

As for hard drives, roughly 55% of the total are installed in single–user desktop computers. Of course, much of the content on individual user's hard drives is not unique, which accounts for the large difference between the upper and lower bounds for magnetic storage. However, as more and more image data moves onto hard drives, we expect to see the amount of digital content produced by individuals stored on hard drives increase dramatically. 

This democratization of data is quite remarkable. A century ago the average person could create and access only a small amount of information. Now, ordinary people not only have access to huge amounts of data, but are also able to create gigabytes of data themselves and, potentially, publish it to the world via the Internet, if they choose to do so. 

The third striking fact is the "dominance of digital" content. Not only is digital information production the largest in total, it is also the most rapidly growing. While unique content on print and film are hardly growing at all, optical and digital magnetic storage shipments are doubling each year. Even today, most textual information is "born digital," and within a few years this will be true for images as well. Digital information is inexpensive to copy and distribute, is searchable, and is malleable. Thus the trend towards democratization of data – especially in digital form – is likely to continue.

 Comments on the fact that text is a highly EFFICIENT medium compared to sound or vision. How Much Information? by PETER LYMAN and HAL R. VARIAN The Journal of Electronic Publishing December, 2000   Volume 6, Issue 2 http://www.press.umich.edu/jep/06–02/lyman.html
Observation, Orientation, Decision, Action Loop

The Internet Power Crisis

http://www.usatoday.com/life/cyber/tech/2001–01–22–power.htm
http://www.eetimes.com/story/OEG20010125S0036
http://www.abcnews.go.com/sections/wnt/WorldNewsTonight/wnt010112_serverfarms_feature.html
http://www.abcnews.go.com/sections/wnt/WorldNewsTonight/wnt010112_serverfarms_feature.html
http://www.latimes.com/business/reports/power/earlier/lat_elec001212.htm
Artificial Intelligence

Bayesian Philosophy/Networks http://www.cs.berkeley.edu/~murphyk/Bayes/bayes.html]http://www.cs.unr.edu/~qiangji/bayes.html http://www–users.cs.york.ac.uk/~sara/reference/bayesnets/bnunsorted.html; http://bayes.cs.ucla.edu/jp_home.html
CODA

Another Look at the Knowledge Management Revolution

Application areas:

linking and creating knowledge (authoring)

Butler, D. 2000. Souped Up Search Engines. Nature 405:112–115 – http://www.nature.com/cgi–taf/DynaPage.taf?file=/nature/journal/v405/n6783/full/405112a0_fs.html
Internet encyclopedia's – ARTFL thesaurus and dictionary (plus encyclpedia) http://humanities.uchicago.edu/homes/MICRA/
management (edit, review and release)

archiving and indexing

discovery, retrieval and use

The next stage shifts the focus from what we can do in the computers to what we can accomplish with them as elements in the larger infrastructure. The computers themselves will "disappear into the woodwork". Our challenge is to learn how to master this new arena – one in which we are not writing programs but adding intelligence to everything around us. The limit is in our ability to manage complexity. It is a world in which resiliency is more important than perfection. A resilient system is one that can continue to function in the midst of the chaos and failure which is the norm. Frankston, B. (1997). Beyond Limits: Innovation and the new Infrastructure. In Beyond Calculation: The Next 50 Years of Computing. Denning P.J. and Metcalf, R.M. (eds), The Next Fifty Years of Computing. Copernicus Book. – http://www.frankston.com/public/Writings/ACM Beyond Computing Innovation Chapter.asp
Do citation systems represent theories of truth? Betsy Van der Veer Martens http://informationr.net/ir/6–2/paper92.html
Rydberg–Cox, Jeffrey A., Robert F. Chavez, Anne Mahoney, David A. Smith, and Gregory R. Crane. 2000. "Knowledge Management in the Perseus Digital Library." Ariadne 25:  – http://www.ariadne.ac.uk/issue25/rydberg–cox/
The Management of XML Documents in an Integrated Digital Library. David A. Smith, Anne Mahoney, Jeffrey A. Rydberg–Cox. 

Paper presented at Extreme Markup Languages 2000: The Expanding XML/SGML Universe, Montréal, 15–18 August 2000 – http://perseus.csad.ox.ac.uk/Articles/hopper.pdf
Essay prepared for the ACADEMIA EUROPAEA workshop on

The impact of electronic publishing on the academic community

Stockholm, April 16–20, 1997 

Riding the knowledge waves of the centuries to come

Heinz–Dieter Böcker

GMD–IPSI, Dolivostr. 15, 64293 Darmstadt – http://academia.darmstadt.gmd.de/sweden/boecker.html
Miguel A. Quintanilla, (1998) TECHNICAL SYSTEMS AND TECHNICAL PROGRESS: A CONCEPTUAL FRAMEWORK.  from Advances in the Philosophy of Technology: Proceedings of a Meeting of the International Academy of the Philosophy of Science, Karlsruhe, Germany, May 1997–III. Technology and Society. Techné: Journal of the Society for Philosophy and Technology 4.1 – http://scholar.lib.vt.edu/ejournals/SPT/v4n1/QUINT.html
Klaus Mainzer. (1998) ,COMPUTER TECHNOLOGY AND EVOLUTION: FROM ARTIFICIAL INTELLIGENCE TO ARTIFICIAL LIFE.  from Advances in the Philosophy of Technology: Proceedings of a Meeting of the International Academy of the Philosophy of Science, Karlsruhe, Germany, May 1997–III. Technology and Society. Techné: Journal of the Society for Philosophy and Technology 4.1 – http://scholar.lib.vt.edu/ejournals/SPT/v4n1/MAINZER.html
Dudley Shapere (1998). BUILDING ON WHAT WE HAVE LEARNED: THE RELATIONS BETWEEN SCIENCE AND TECHNOLOGY.  from Advances in the Philosophy of Technology: Proceedings of a Meeting of the International Academy of the Philosophy of Science, Karlsruhe, Germany, May 1997–III. Technology and Society. Techné: Journal of the Society for Philosophy and Technology 4.1 –http://scholar.lib.vt.edu/ejournals/SPT/v4n2/SHAPERE.html
Karl Leidlmair (1999). From the Philosophy of Technology to a Theory of Media. from Advances in the Philosophy of Technology: Proceedings of a Meeting of the International Academy of the Philosophy of Science, Karlsruhe, Germany, May 1997–III. Technology and Society. Techné: Journal of the Society for Philosophy and Technology 4.3 – http://scholar.lib.vt.edu/ejournals/SPT/v4_n3html/LEIDLMAI.html
Werner Rammert (1999). RELATIONS THAT CONSTITUTE TECHNOLOGY AND MEDIA THAT MAKE A DIFFERENCE: TOWARD A SOCIAL PRAGMATIC THEORY OF TECHNICIZATION from Advances in the Philosophy of Technology: Proceedings of a Meeting of the International Academy of the Philosophy of Science, Karlsruhe, Germany, May 1997–III. Technology and Society. Techné: Journal of the Society for Philosophy and Technology 4.3 –http://scholar.lib.vt.edu/ejournals/SPT/v4_n3html/RAMMERT.html
Friedrich Rapp (1999). THE MATERIAL AND CULTURAL ASPECTS OF TECHNOLOGY from Advances in the Philosophy of Technology: Proceedings of a Meeting of the International Academy of the Philosophy of Science, Karlsruhe, Germany, May 1997–III. Technology and Society. Techné: Journal of the Society for Philosophy and Technology 4.3 – http://scholar.lib.vt.edu/ejournals/SPT/v4_n3html/RAPP.html
Günter Ropohl, (1999) PHILOSOPHY OF SOCIO–TECHNICAL SYSTEMS – http://scholar.lib.vt.edu/ejournals/SPT/v4_n3html/ROPOHL.html
Ladislav Tondl, (1999). INFORMATION AND SYSTEMS DIMENSIONS 

OF TECHNOLOGICAL ARTIFACTS – http://scholar.lib.vt.edu/ejournals/SPT/v4_n3html/TONDL.html
J. van Brakel. (1999). TELEMATIC LIFE FORMS 

 http://scholar.lib.vt.edu/ejournals/SPT/v4_n3html/VANBRAKE.html
The Evolving Global Brain

use of Google + The Wayback Machine to study the growth and development of cognitive processes through time.

The Spike or a Point of Inflection?

Tyler, T. (). The Origin of Life - http://originoflife.net/takeover_types/; http://originoflife.net/takeover/index.html
Vaneechoutte, M. 1999. The scientific origin of lif: Considerations on the evolution of information, leading to an alternative proposal for explaining the origin of the cell, a semantically closed system. Presented at the Closure Symposium, Gent, Belgium, May 3-5th 1999. Revised version is published in the Annals of the New York Academy of Sciences 901. March 2000. - http://www.geneticengineering.org/belgium/default.htm
Ronfeldt, D. (1992). Cyberocracy is Coming. The Information Society 8:4 - http://www.totse.com/en/technology/cyberspace_the_new_frontier/cybocrac.html
see also http://www.totse.com/en/technology/cyberspace_the_new_frontier/
Hypertext Publishing and the Evolution of Knowledge Drexler, K.E. (1996). Hypertext Publishing and the Evolution of Knowledge. from Social Intelligence 1.2: 87–120 – http://www.foresight.org/WebEnhance/HPEK1.html; About the Open Directory Project –http://dmoz.org/about.html; Weise, E. (2000). Search sites brush up on people skills. USA Today Tech Reviews – http://www.usatoday.com/life/cyber/tech/review/crg841.htm
Goertzel Ben. (1997–1999). Wild Computing: Steps Toward a Philosophy of Internet Intelligence – http://www.goertzel.org/ben/wild/Contents.html
CritLink: Better Hyperlinks for the WWW

Yee K–P(1998). CritLink: Better Hyperlinks for the WWW. Hypertext 98 – http://crit.org/http://crit.org/~ping/ht98.html
Heylighen F. & Bollen J. Development and Publication of Systems Knowledge on the Internet: the Principia Cybernetica Web, Cybernetics and Systems: an International Journal [submitted] – ftp://ftp.vub.ac.be/pub/projects/Principia_Cybernetica/Texts_General/PCP_Web.txt; Heylighen F. & Bollen J. (1996) The World–Wide Web as a Super–Brain: from metaphor to model, in: Cybernetics and Systems '96 R. Trappl (ed.), (Austrian Society for Cybernetics).p. 917–922. – http://pespmc1.vub.ac.be/papers/WWWSuperBRAIN.html 
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Climax

For nearly five billion years of Earth's history, the only knowledge has been chemical. Where life is concerned, knowledge of what has survival value in a competitive world has been generated through the processes of natural selection and passed on down through the generations of species almost exclusively in DNA molecules through the genetic heritage passed from parents to offspring.

Some time in the last 50 million years of Earth's histories the anthropoid apes evolved a prolonged childhood that provided the circumstances for the transmission of a limited heritage of learned knowledge from tribes, troops and parents to the younger generations through observation and imitation.

Around 500,000 years ago, early Homo sapiens evolved speech, which allowed the coherent transmission of cultural learning from one individual to another and from one generation to the next. The slow stochastic processes of natural selection and genetic inheritance no longer limited the evolution of knowledge.

Around 5,000 years ago humans learned to write down knowledge in a way that allowed one individual's knowledge to survive independently of that individual's own physical survival, and to make that recorded knowledge available to many individuals over many generations.

The printing revolution around 550 years ago broadcast recorded knowledge to thousands or even millions of individuals, exposing knowledge to many repetitions and cycles of experience, testing, refinement and elaboration within the normal lifespans of its human authors. Knowledge of the world began to evolve a great deal faster than the biological species that created it.

The computer and microelectronics revolution beginning 50 years ago (within my own lifetime) has provided the technology to double the total store of knowledge (and the ability to process and extend it) every two years or less.

What will nanotechnology and quantum computing mean for the evolution of knowledge?
( 2000 by William P. Hall
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